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Abstract

We have studied systems of dipolar soft spheres in a confined slab geometry: the

system is confined between two parallel walls (separated by a finite width) and

is periodic in the other two directions. We were interested in the energetically

most favorable configurations at zero temperature at constant number density. In

order to find the particle configurations corresponding to the global minimum in

the relevant thermodynamical potential, we have used an optimization tool based

on ideas of genetic algorithms. For a correct treatment of the long-ranged dipolar

interactions, energy calculations were carried out employing the method of Ewald

sums. We have investigated confined systems of soft spheres both with and without

dipole moment. In addition, we have also studied the effects of an external field

perpendicular to the walls. We have identified the complex intermediate phases

as the system creates, with increasing slab width, several interesting buckling

structures.
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1. Introduction

Dipolar fluids represent an interesting (model) system as they offer a complex

interplay of a short-ranged soft sphere potential and long-ranged dipolar interac-

tions. Such systems are of high importance in technology and biomedicine [1, 2]

and much work has been dedicated to understanding their phase behavior (for an

overview see [3, 4, 5, 6, 7, 8]). A few examples of realistic systems are discussed in

section 1.1. While the bulk behavior of dipolar fluids has been studied rather ex-

tensively, less is known about their properties ”between two and three dimensions”,

i.e. as multilayer systems. Such geometrical restrictions are of high relevance in

technological applications, for instance as thin films. It is well known that the

phase behavior of simple systems differs drastically when the system is of limited

extent in one direction: the ordered phases of so-called quasi-2D systems have

been studied in both theory [9, 10] and experiment [11, 12], showing interesting

behavior such as buckling and twisting mesostructures. In order to foster a bet-

ter understanding of the thermodynamically stable phases at finite temperatures,

studying the system at zero temperature is a good starting point.

The aim of this Master’s thesis is to find the energetically most favorable struc-

tures formed by a system of dipolar soft spheres in a confined geometry at zero

temperature. The influence of an external field perpendicular to the walls will also

be studied.

This thesis is organized in the following way:

• Chapter 1 explains the model for our computations.

• Chapter 2 deals with long-ranged interactions and how we treat them in

our program.

• Chapter 3 presents the ideas behind and our implementation of genetic
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algorithms.

• Chapter 4 elaborates on details of the optimization and how results were

analyzed.

• Chapter 5 presents the results we obtained for quasi-2D systems.

• Chapter 6 summarizes our results and gives an outlook on possible future

investigations.

1.1. Manufacturing Particles in Experiments

Many experimental systems in soft matter physics consist of paramagnetic parti-

cles that can be magnetized in an external field [13, 14]. Alternatively, it is also

possible to manufacture colloids with almost dipole-like characteristics by printing

a positive charge onto one hemisphere and a negative one onto the other [15], or to

produce ferromagnetic colloids [16, 17]. In these experimental systems, the dipole

moment of each particle is in most cases oriented parallel to the direction of the

field.

1.2. Theoretical Model

The system we will investigate in this thesis consists of dipolar soft spheres, i.e.

of spheres carrying a point dipole moment at their center. Such spheres interact

with an isotropic (soft-sphere) potential and an anisotropic (dipolar) potential:

Vij (r,µi,µj) = V iso
ij (r) + V dip

ij (r;µi,µj) (1.1)

For the isotropic potential, we have used

V iso
ij = VIPL (α, r) (1.2)

= 4ε
( r
σ

)−α
where r is the distance between particles i and j, σ is the particle diameter, ε is

the energy scaling, and α is a parameter of the potential. The superposition of
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two such inverse power law potentials

V LJ
ij (r) = VIPL (2α, r)− VIPL (α, r) , (1.3)

more specifically with α = 6, is called the Lennard-Jones potential (see Fig. 1.1).

Although the Lennard-Jones potential is in general considered as a short-ranged

interaction, the long-range contributions are definitely required when evaluating

with sufficient accuracy the energy via Ewald sums for the Lennard-Jones system

(see section 2.1).

1 1.5 2
r/σ

-1

0

1

2

3

V
(r

)/
ε

Lennard-Jones
Inverse Power Law

Figure 1.1.: Comparison between a Lennard-Jones and an inverse power law po-

tential for α = 6 and α = 12, respectively. While the Lennard-Jones

potential has an attractive minimum located at rLJ = 2
1
6σ with a

binding energy −ε, the inverse power law potential is purely repulsive.

The anisotropic (dipolar) part of the potential can be written as

V aniso
ij = Vdip (rij;µi,µj) (1.4)

=
1

r3

[
µi · µj − 3

(µi · r) (µj · r)

r2

]
where µi and µj are the dipole moments of particles i and j, respectively.

For zero dipole moment, the total potential is purely repulsive. However, a finite

dipole moment may, for certain α-values, lead to a net attraction [8, 18], i.e. even
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at zero pressure the system does not disperse. We used α = 12 for the inverse

power law interaction in this work. An alternative would be a superposition of

the Lennard-Jones potential and a dipolar potential; this is called the Stockmayer

potential.

Apart from the interaction potentials of the particles, another determining char-

acteristic of the system is the geometry. In this work, we are interested in the

periodic structures formed by particles confined in a slab, i.e. where two of the

three dimensions are infinite (and periodic), but the third is finite. This differs

strongly from the monolayer case as we deal in the present case with an inherent

3D structure. Figure 1.2 shows a two-dimensional schematic representation of a

confined system. In this work, we will define the slab width, i.e. the distance be-

tween the two hard walls that confine the system, as H = h+σ. Thus, the particle

centers are confined to a slab of thickness h. Other important parameters of the

system are the particle density ρ, the pressure P and the temperature T .

a

c

a

c

Figure 1.2.: Left: Two-dimensional schematic representation of 3D periodic

boundary conditions. Right: Two-dimensional schematic represen-

tation of quasi-2D periodic boundary conditions, note the missing pe-

riodicity in c-direction. Actual calculations are carried out in 3D.

Dipoles tend to align head-to-tail in a periodic lattice direction whenever possible

(see section 5). For slab geometries, this tendency can be reduced by applying

an external electric field Eext in the non-periodic direction z perpendicular to the

walls of the slab. We can include the contribution of an external electric field to
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the potential by adding the term

Vext(µ) = µ · Eext (1.5)

= µzEext,z.

Apart from the orientation of the embedded dipole moment, the particles have no

inner structure. We can, thus, treat them as point particles carrying point dipoles

(see Fig. 1.3), i.e. only the centers of mass of the particles and their orientations

are of relevance.

Figure 1.3.: Schematic representation of a dipolar soft sphere as used in this work.

The particle (blue sphere) has a diameter σ, which is not drawn to

scale, and a dipole moment µ (orange cone). The actual particle diam-

eter is given by the length of the orange cone; thus this visualization

allows good visibility even for strong particle overlap.

In this work, we are searching for the energetically most favorable ordered equi-

librium structures that our model system forms at zero temperature in the NVT

ensemble. The thermodynamic quantity we thus need to minimize is the Helmholtz

free energy F = E−TS. For T = 0, this expression simplifies to F = E. Alterna-

tively, it is also possible to perform calculations in the NPT ensemble, where the

relevant thermodynamic quantity is the Gibbs free energy G = E+PV −TS. For

T = 0, G simplifies to G = E + PV .

Throughout, we will use reduced (dimensionless) units for the Gibbs free energy

G, the energy E, the unit cell volume V , the dipole strength µ, and the external

field strength Eext in this work, i.e.

G∗ = E∗ + PV ∗ (1.6)
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with

E∗ =
E

ε
(1.7)

V ∗ =
V

Nσ3
(1.8)

µ∗ = µ

√
1

εσ3
(1.9)

E∗ext = Eext

√
σ3

ε
(1.10)

introducing the number of particles per unit cell N . Consequently, the density is

defined by

ρ = ρH =
N

V
(1.11)

The model we use for our computations is a unit cell containing N particles. The

form and size of the unit cell is given by three lattice vectors a, b, and c. The

position of a particle within the unit cell is given in fractional coordinates, i.e.

in fractions of a, b, and c. Figure 1.4 shows a two-dimensional schematic repre-

sentation of a unit cell, the lattice periodicity and fractional coordinates (actual

calculations are carried out in three dimensions). The orientation of each particle

is given by two orientational angles ψ and θ, measured with respect to the z-axis.

1.3. Lattice Parametrization

A given configuration can be described by the three lattice vectors a, b, and c,

the 3N fractional particle coordinates xf , yf , and zf , and the N particle (dipole)

orientations µ. While it is possible to take into account all nine lattice vector

components (which we will refer to as the ”full form” in this work) only six com-

ponents are necessary to describe any given lattice (we will refer to this as the

”reduced form” of the lattice). Without loss of generality, we can assume that a
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a

c

xi,fa

zi,fc

Figure 1.4.: Schematic representation of unit cell in a two-dimensional lattice,

showing lattice vectors a and c, fractional coordinates xi,f and zi,f (for

the purple particle) and the lattice periodicity. The dark particles lie

within the unit cell, the light particles are their periodic images.

points in x-direction and b lies in the x-y-plane [19]

ã =

 ãx

ãy

ãz


b̃ =

 b̃x

b̃y

b̃z


c̃ =

 c̃x

c̃y

c̃z





→



a =

 ax

0

0


b =

 bx

by

0


c =

 cx

cy

cz


. (1.12)

Moreover, we choose that ax > 0, by > 0, and cz > 0, which reduces the volume

calculation of the unit cell (UC) to VUC = axbycz > 0. In case that any of these

three components becomes negative during the optimization process, we perform

an inversion of the corresponding lattice vector, e.g. a → −a, which leaves the

lattice periodicity unchanged. In this case, particle coordinates need to be updated

as well (otherwise we would mirror the lattice). The transformation from the full

form to the reduced form can be described as a simple rotation (see appendix A.1).
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In total, there are 5N+6 independent parameters to optimize in constant pressure

mode (three fractional coordinates plus two orientation angles per particle and six

independent lattice vector components).

The reduced form of the lattice also enables us to easily implement a constant

volume mode, i.e. to perform isochoric optimizations (in the NVT ensemble). This

can be achieved by replacing the independent variable ax with ax → VUC/(bycz),

bringing along some changes in the expressions of the derivatives required in the

optimization tool (see section 4.1). Thus in total, there are 5N + 5 independent

parameters to optimize in the constant volume mode.
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2. Ewald Summations

2.1. Long-Ranged Interactions

In simulations, it is a common practice to truncate interactions for distances larger

than a chosen cutoff radius. Beyond this distance, all contributions to the potential

energy are neglected. For this work, we desire to obtain a relative accuracy in the

energy calculations of δ = 10−6. For a simple r−α-potential, it is thus possible to

estimate the required cutoff radius Rc: introducing Ec as the energy contributions

from distances smaller than Rc, we use

E ≈
∫ ∞

0

r−αr2 4π

3
ρ(r)dr (2.1)

=
4π

3

∫ ∞
0

r2−αρ(r)dr

=
4π

3

1

3− α
r3−α|∞R0

= −4π

3

1

3− α
R3−α

0

Ec ≈
4π

3

1

3− α
r3−α|Rc

R0
(2.2)

=
4π

3

1

3− α
(
R3−α

c −R3−α
0

)
4E
E

=
E − Ec

E
≈

(
Rc

R0

)3−α

≈
(
Rc

σ

)3−α

(2.3)

assuming that the radial distribution of the particles is approximately constant as

long as they do not overlap

ρ(r) =

{
0 r < R0

const. r > R0

(2.4)

R0 ≈ σ. (2.5)
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Rc can therefore be estimated to

4E
E

≤ δ = 10−6 ≈
(
Rc

σ

)3−α

(2.6)

Rc ≥ 10
6

α−3σ. (2.7)

The assumption that the radial distribution of the particles is (approximately)

constant is not necessarily a good one, especially for a perfectly ordered crystal.

The expression derived above is also only valid for α > 3. The interaction of dipoles

decays as r−3, i.e. the estimated required cutoff radius diverges for the dipolar

interaction (and even more so for the Coulomb interaction). Such interactions

are therefore considered long-ranged and treating them with simple truncation

can introduce serious numerical error. Errors can even occur for the Lennard-

Jones interaction (with an exponent α = 6). Using the above expression for an

accuracy of δ = 10−6, we obtain Rc ≥ 100σ, a prohibitively large value. It is

therefore necessary to use more adequate methods to deal with such interactions.

In contrast, the inverse power law interaction (with α > 10) does not have to be

treated as long-ranged, as it only requires Rc ≥ 7.197σ, so using a cutoff radius of

Rc = 10σ is perfectly fine.

One way of treating properly long-ranged interactions are so-called Ewald sum-

mations. We will use this method in this work; it will be explained in section

2.2. Alternative approaches to this method include reaction field methods [20],

the Nijboer-de Wette method [21, 22], the Lekner sums [23, 24], calculations on

hyperspheres [25], and the fast multipole method [26, 27, 28].

2.2. Ewald Summations

The method of Ewald summation can be applied to any periodic system [29, 30,

31, 32]. Its basic idea is to modify the function f(r) which is the target function

of the summation in real space. f(r) is modified by another function g(r) such

that either function decays rapidly in real and reciprocal space:

f (r) = [f (r)− g (r)] + g (r) (2.8)

= h (r) + g (r) .
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Typically, g (r) is chosen such that the function h (r) decays rapidly in real space.

For a crystal of point charges, an example for g (r) would be Gaussian charge

distributions of the opposite sign (see Fig. 2.1). While summation over h(r) is

performed in real space, the summation over g(r) is realized in reciprocal space:∑
r

f (r) =
∑
r

[f (r)− g (r)] +
∑
r

g (r) (2.9)

=
∑
r

h (r) +
∑
k

g̃ (k) .

This concept can be applied to any kind of interaction, the difficulty lies in finding

an appropriate g (r) that ensures rapid decay and for which the Fourier transform

is known.

2.3. Interaction Energies Expressed as Ewald Sums

Using the Ewald summation scheme, the total interaction energy for potentials of

type r−α can be written as [33, 34]

Eα
SS =

1

2

N∑
i

N∑
j

′∑
R

V α
SS(r) (2.10)

=
2εσα

Γ(α
2
)

{
2π

3
2να−3

(α− 3)V
N2 − 2να

α
N +

N∑
i

′∑
R

N∑
j

Γ
(
α
2
, ν2r2

)
rα

+

+
π

3
2

V

N∑
i

∑
k 6=0

N∑
j

cos (k · rij)

(
k

2

)α−3

Γ

(
3− α

2
,
k2

4ν2

)}

where r = |rij + R| is the distance between two particles, R = naa + nbb + ncc

represents the lattice periodicity, and k = ñaã + ñbb̃ + ñcc̃ is a reciprocal lattice

vector. The above expression consists of a summation in real space, a summation in

reciprocal space and constant terms. The primed sum excludes the term for i = j

when R = 0. The incomplete Gamma functions, Γ
(
α
2
, ν2r2

)
and Γ

(
3−α

2
, k

2

4ν2

)
, are

computationally very expensive and are therefore prime candidates for tabulation

(see section 4.3). The parameter ν determines the behavior of the ”screening

function”, its effects will be described in section 2.5. Since the Lennard-Jones
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= +

Figure 2.1.: Schematic representation of the basic idea of Ewald summations. The

energy of a periodic configuration of particles with a long-ranged in-

teraction is represented as a rapidly decaying term and a term that

can be calculated in reciprocal space. For a Coulombic system, the

energy of a periodic configuration of point charges (left) is difficult

to calculate as the interaction is long-ranged. The interaction can be

reformulated as the sum over screened charges (right top) and over

screening charge distributions (right bottom).
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potential is simply a superposition of two inverse power law potentials (of different

sign and exponents), it can be treated with the Ewald summation scheme.

The dipolar interaction energy (see equ. 1.4) can be written as [34, 35, 36]

Edip =
1

2

N∑
i

N∑
j

′∑
R

[(µi · µj)B(r, ν)− (µi · r) (µj · r)C(r, ν)]−

− 2ν3

3
√
π

N∑
i

µ2
i +

2π

V

∑
k6=0

1

k2
exp

(
− k2

4ν2

)
M̃(k)M̃∗(k) (2.11)

where µi is the dipole moment of particle i and

B(r, ν) =
1

r3

[
2νr√
π

exp(−ν2r2) + erfc(νr)

]
(2.12)

C(r, ν) = −1

r

d

dr
B(r, ν) (2.13)

=
1

r5

[
2νr√
π

(3 + 2ν2r2) exp(−ν2r2) + 3erfc(νr)

]
M̃(k) =

N∑
i

(µi · k) exp(−ık · ri). (2.14)

The factor ν is a parameter of the Ewald sum. When performing the sum over all

R and k 6= 0, the energy is independent of the choice of ν. The forces acting on

the particles can be obtained by calculating the derivatives of above expressions

with respect to r.

2.4. Effects of Macroscopic Boundary Conditions

The Ewald summation is only of conditional convergence for the dipolar interac-

tion [34, 36], i.e. depending on in what order the sum is carried out, the results

may vary. This is related to the choice of macroscopic boundary conditions (i.e.

how the system behaves at r → ∞). The macroscopic boundary conditions are

considered at the surface of a (large) experimental system. Depending on the

dielectric permittivity εr of the medium surrounding the system at r → ∞, the

13



energy of the system is corrected by a term

Eεr =
2π

V

1

2εr − 1

N∑
i

N∑
j

µiµj (2.15)

=
2π

V

1

2εr − 1
|P|2

P =
N∑
i

µi, (2.16)

i.e. an energy contribution that slightly disfavors parallel orientation of all dipoles.

In this work, we will use metallic boundary conditions (εr =∞), which means that

this contribution vanishes.

2.5. Ewald Summation Parameters

The calculation of the interaction energy via Ewald summation is exact if infinite

sums are taken into account. In this case, the energy calculation does not depend

on the parameter ν introduced in equ. 2.10. However, this is not necessarily true for

finite cutoff radii in real and reciprocal space. Still, for appropriate values for the

cutoff radii Rcut in real space and Kcut in reciprocal space, the energy calculation

can, at least in an interval, be independent of ν. If this is indeed true can be

verified for several random, ordered reference configurations. An example of the

ν-dependence of the energy for a selection of different configurations is shown in

Fig. 2.2. From this figure it becomes obvious that we have to choose a ν-value that

lies inside the plateau region. These plateaus become larger with increasing cutoff

radii, requiring, however, more computational resources. While for very slowly

decaying potentials, such as the dipolar interaction, very large or infinite cutoff

distances are necessary to obtain good accuracy when performing calculations in

real space only, the cutoff radii for Ewald summation in real and reciprocal space

are significantly smaller. An estimate for the order of magnitude of the optimum

values for ν, the real space cutoff radius Rcut and the reciprocal space cutoff Kcut

is given by [34]

νopt ≈
N

1
6

V
1
3

(
tR
tF

) 1
6

(2.17)
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Rcutopt ≈
√
− ln δ

1

νopt

= 3.717
1

νopt

(2.18)

Kcutopt ≈
√
− ln δνopt = 3.717νopt (2.19)

where tR and tK are the CPU-times necessary to compute an individual particle-

particle interaction in real or reciprocal space, respectively, and δ, e.g. δ = 10−6,

is the desired accuracy. The computational cost should be minimal for the set of

parameters (νopt, Rcutopt , Kcutopt). For our computations we chose for the dipolar

interaction ν = 1.5, Rcut = 7σ, Kcut = 12/σ for the dipolar interaction. The

soft sphere interactions were calculated in real space only with a cutoff radius

Rc = 10σ. Alternatively, good parameters when using Ewald summation are

ν = 1, Rcut = 7σ, Kcut = 12/σ. These values yield an accuracy on the order of

10−6 for a broad variety of configurations.

2.6. Treatment of Quasi-2D Systems

While an analytical expression for the Ewald summation in slab geometries is

available [34], this expression is computationally unfavorable as it contains quite

a few two-particle summations instead of the one-particle summations available in

3D. One way to circumvent this problem is to use the properties of image charges

of a system confined between two parallel metallic walls. The charges of particles

in a slab geometry are replicated infinitely as image charges. For dipoles, not only

are their positions mirrored respective to the wall, but also their orientations (see

Fig. 2.3). In such a system, the combined unit cell of the slab and its first image

charges on one side are replicated periodically orthogonal to the walls. For such

an ”expanded” unit cell, 3D periodicity is retained. While this is an exact way of

treating the quasi-2D geometry, the related doubling of the number of particles per

unit cell does slow down computations as more interactions need to be calculated.

Another possible way to deal with the missing periodicity in the third direction

is to modify the unit cell such that even when the slab is replicated in 3D, the

contribution from these inexistent layers is insignificant. This presumes that the

slab is surrounded by vacuum (not metal) at the walls. In this work, we will use

the latter method (see section 2.7).
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Figure 2.2.: ν-dependence of the energy calculation via Ewald sum E = E(ν)

for several reference configurations and for Rcut = 5σ and Kcut =

10/σ. On the abscissa, E(ν)/E(ν = 1) is plotted for several different

random starting configurations (solid lines) and their locally optimized

(see section 4.1) final forms (dashed lines). Top: Dipolar interaction.

Bottom: Inverse Power Law Interaction.
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Figure 2.3.: Left: Two-dimensional schematic representation of a unit cell in quasi-

2D geometry and its image charges. Areas shaded in grey signify the

metallic walls. The system of charges (or dipoles) is constructed by

placing the image charges of the particle in the slab and then itera-

tively adding the images of those images (produced by the opposite

wall) ad infinitum. Right: Treatment of the structure shown in the

left panel using an expanded unit cell (twice the size of the original

unit cell) with 3D periodicity. Actual calculations are carried out in

3D.
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2.7. Quasi-2D Approximation

In this thesis we chose to employ an approximation to the quasi-2D geometry via

a 3D geometry [37, 38, 39, 40, 41, 42]. Within this approach, a region of empty

space of width hvac = (W − 1)h is added in the non-periodic direction, i.e. the

cell is stretched by the stretching factor W in the non-periodic direction and the

particles are confined to a part of the unit cell. The total unit cell is then replicated

in 3D (see Fig. 2.4). For the dipolar energy, the calculations are the same as those

in 3D, apart from a correction term

Ecorr =
2π

V

(
N∑
i

µz,i

)2

. (2.20)

This correction term favors, as does the chain formation caused by energetically

favored head-to-tail configurations, in-plane dipole arrangements. Applying an

external field therefore leads to very interesting effects (see section 1.2). For the

soft sphere energy, the sum in real space is carried out only with 2D-periodicity.

The particle centers are confined to fractional coordinates 0 ≤ zf ≤ 1/W (instead

of 0 ≤ zf ≤ 1 in the 3D system), which corresponds to 0 ≤ z ≤ h (the actual

impenetrable walls are located at −σ/2 and σ/2, see Fig. 2.5 for clarification).

The cz-component of the lattice vectors is kept constant at cz = Wh.

2.8. Quasi-2D Parameters

For the 3D approximation to the quasi-2D geometry, we chose a variable stretching

factor W such that the vacuum layer between neighboring slabs is of thickness

hvac. This ensures that even for small values of slab thickness h contributions

from neighboring layers remain insignificant (which is not given for W = const.).

Densities for quasi-2D systems are given in ρH, which corresponds to the total

available volume in the slab (i.e. between the impenetrable walls). Figure 2.6

shows the hvac-dependence of the energy of a quasi-2D system. For a few reference

configurations, we can see that a vacuum layer thicker than hvac ≥ 10σ is fine in

most cases. To be on the safe side (especially for small slab width), we chose hvac =
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h

Wh

Figure 2.4.: Left: Two-dimensional schematic representation of a unit cell in quasi-

2D geometry. Note the missing periodicity in c-direction. Right: Ap-

proximation of the structure shown in the left panel introducing empty

regions via a stretching factor W . Actual calculations are carried out

in 3D.

H h

σ
2

σ
2

Figure 2.5.: Set-up of the impenetrable walls. Particle centers are confined to

the region 0 ≤ z ≤ h (limited by dashed lines), the actual walls are

separated by a distance H = h+ σ (solid lines).
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15σ (interaction of a head-to-tail dipole arrangement between layers contributes

at most |4E| ≤ 2/(h3
vac)µ

2 = 5.9× 10−4µ2).
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h

vac
/σ

0.999999

1.000000
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v
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v
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c
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1
5

σ
)

Figure 2.6.: hvac-dependence of the energy calculation for slab geometry for sev-

eral different configurations (different colors). For large enough sepa-

rations, the slab geometry is well described by a layered system with

full 3D periodicity.

20



3. Genetic Algorithms

3.1. Complex Energy Landscapes

The problem we face is that the optimization problem for a complicated system

has, in the general case, no analytical solution. Apart from the large number of

parameters that need to be optimized, the energy function itself is also highly com-

plicated and can show many local minima in the parameter space. A simple local

optimization (via gradient descent or Newton methods) is thus not possible with-

out prior knowledge of the problem itself. In many previous works [3, 4, 5, 6, 8],

starting points were simply guessed as possible candidate structures, sometimes

making use of symmetry or periodicity arguments derived from the interaction po-

tential and the boundary conditions. However, irrespective of how many different

candidate structures are taken into consideration for local optimization, any other

(unforeseen) structures cannot come into play. Therefore, it can be imperative to

make use of more complicated optimization methods to deal with complex energy

landscapes. In our case, we chose an optimization tool based on ideas of genetic

algorithms.

3.2. Idea Behind Genetic Algorithms

As first described by Darwin [43], the theory of evolution states that individuals

adapt to a given environment by a series of genetic optimizations. Fitter (i.e. better

adapted or optimized) individuals have a higher chance of passing on their genetic

material. Even though some randomness is involved, over time better adapted

individuals will emerge. From time to time, individuals can also mutate (i.e. their
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genetic material undergoes a sudden, random change). This can also lead to better

adaptation to the environmental circumstances. In natural systems, this process

of evolution generally takes place on long time-scales (thousands or millions of

years), but nevertheless allowed a transition from the most basic amino acids to

beings as complex as humans. The ”evaluation” of an individual’s adaptation is

very complex, since it involves interactions between different individuals and many

other factors.

This general concept can also be used as an optimization strategy [44, 45, 46, 47, 48]

that can be adapted to a broad variety of systems. Genetic algorithms as computer

simulations were introduced in a general form in 1975 by J. H. Holland [49]. In

contrast to natural systems, the evaluation of an individual’s adaptation is done

with an analytical function in computer simulations. During the past decades,

many different problems in different fields of science and technology (among them

acoustics [50], aerospace engineering [51], chemistry [52], electric engineering [53],

and materials engineering [54], to name just a few) were investigated using genetic

algorithms. The advantage is that in many cases, a genetic algorithm, if correctly

implemented, does not apply any constraints as to what solutions it will consider.

3.3. Genotype and Phenotype Genetic Algorithms

A given individual can be described in two ways: by its genotype and by its

phenotype. The genotype corresponds to the genetic information encoded as a

sequence of bits assigned values of 0 or 1. The first types of genetic algorithms

were genotype algorithms. In this case, it is very easy to define the two important

genetic operators, namely crossover (basically mating) and mutation (see Fig. 3.1),

as they are directly equivalent to their natural counterparts. During crossover, the

genetic code of the two parents is combined by taking a part from one parent and

the rest from the other. Mutation simply consists of flipping bits with a certain

probability. The fitness of an individual is determined by decoding its physical

properties from its genetic code and then evaluating a certain fitness function.

Genotype algorithms generally require many time-consuming en- and decoding

operations (i.e. conversions from genotype to phenotype and back).
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Figure 3.1.: Schematic representation of the crossover and mutation operations for

a genotype genetic algorithm. Left: Crossover combines strands of

both parents to form a child. Right: Mutation simply flips single bits

of genetic information.

Phenotype algorithms, on the other hand, simply encode the individual via its

physical properties. It is thus no longer necessary to en- or decode the individual,

but all of the genetic operations (crossover and mutation) need to be redefined.

While this can be tricky, it can, with some knowledge of the problem at hand, be

possible to define the genetic operators in such a way that it becomes easier to

escape from local minima in the energy landscape.

3.4. General Layout

In our group, genetic algorithms have been successfully applied to the identifica-

tion of ordered equilibrium structures in condensed matter [55], 3D soft matter

systems [56, 57], 2D soft matter systems [58, 59, 60, 61, 62] and quasi-2D soft

matter systems [63, 64]. The program presented in this work is based on genetic

algorithm tools originally developed by Dieter Gottwald [65] and modified by Ju-

lia Fornleitner [66] and Gernot Pauschenwein [67]. In particular, the phenotype

implementation and overall structure of the program are based on the program

developed by Günther Doppelbauer [68, 69] and adapted for dipolar systems by

Camille Jouvie [70].
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3.4.1. Generations and Pool

In a traditional genetic algorithm, the creation of new individuals is performed in

generations. Individuals of a parent generation are combined and mutated to form

a child generation. Except for a few individuals (see section 3.4.4) all individuals

are replaced in the child generation. This process is, unfortunately, not well-suited

for parallelization as the creation of new individuals requires an amount of time

that strongly depends on the parents used, on mutation and on other factors.

We therefore employed a restructuring of the concept of a generation developed

by Günther Doppelbauer [69] where the generations are replaced by a pool of

individuals (see section 4.5).

3.4.2. Initialization

In the beginning, when we know very little about suitable configurations for a

given set of parameters, we start from random configurations. These are created

by asigning the lattice vectors values such that the enclosed angles range between

30◦ and 60◦ and the volume they define is equal to a given input parameter Vinit.

For a constant volume optimization, we have to choose Vinit = VUC. The fractional

coordinates of each particle are chosen as random numbers (0, 1] and the dipole

orientation angles are chosen such that they are random according to sphere point

picking [71], i.e. 0 ≤ θ ≤ 360◦ and −1 ≤ cosψ ≤ 1.

3.4.3. Fitness Function

The fitness of an individual is a measure of how well it is adapted to its envi-

ronment. Fitter individuals are better adapted and are therefore more likely to

procreate. For our purposes, a ”fit” individual is characterized by a low Gibbs free

energy G or Helmholtz free energy F (i.e. such an individual is well adapted to

the external parameters), since we are looking for the energetically most favorable

configuration. The probability for an individual to be selected as a parent (see

section 3.5.1) is determined by its modified fitness. The modified fitness depends

on the fitness, which in turn is calculated from the thermodynamic potential G or
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F of the individual. The expression for the fitness function we use is given by (in

the NPT-ensemble)

fi = exp

(
−Pfit

Gi −MINj(G)

MAXj(G)−MINj(G)

)
(3.1)

where Pfit is a parameter that determines how much more likely a better indi-

vidual is to procreate (the higher Pfit, the more favored better individuals are)

and MINj(G) and MAXj(G) are the minimum and maximum in G in the pool,

respectively. The modified fitness is then calculated by rescaling the fitness values

of each individual conform to the roulette wheel method (i.e. a random number

between [0, 1] will choose an individual with a probability corresponding to its

fitness value)

fmod
i =

∑
j,fj≤fi fj∑Nind

j fj

. (3.2)

3.4.4. Elitism

A feature that is not present in natural systems is elitism, i.e. all individuals

are replaced when they die. Elitism describes the practice of keeping the best

Nelit individuals in the population when creating a new generation. On the one

hand, this ensures that subsequent generations represent always an improvement;

however, on the other, this feature can also strongly bias the system to local

minima. In our case, the best Nelit individuals can only be replaced by better

individuals, while all other individuals can (with a certain probability) always be

replaced when a new individual enters the pool.

3.5. Genetic Operators

3.5.1. Crossover

The crossover operation is the most important one in a genetic algorithm. It

defines how two (or more) parent individuals are to be combined to form a new
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(and hopefully better) child individual [19, 69, 72, 73, 74, 75, 76]. We defined

the crossover such that the lattice vectors are taken from one of the parents at

random. We then sort the particles in both parent configurations in ascending

order respective of their distance to a given plane (i.e. we ”cut” the individuals).

In a subsequent step, we pick a random number of particles from the first parent

configuration and the remaining ones from the other one. Figure 3.2 illustrates

the creation of a new individual from two parents. Using fractional coordinates in

this context simplifies how well the parts of the two parents can be joined. The

cutting direction should be random as well, but this can be taken into account by

”shifting” both parents before sorting them [72].

=

=

=

+

+

+

Figure 3.2.: Schematic representation of the crossover operation for a phenotype

genetic algorithm. Left: first parent (top) represented as real cell,

lattice vectors, and fractional coordinates. Second parent (bottom).

Right: New individual, inheriting lattice from the second parent, and

two and one fractional particle positions from first and second parent,

respectively. The dashed line signifies the shift of fractional coordi-

nates, corresponding to a random rotation before cutting.

3.5.2. Lattice Deformation

Especially for unit cells containing few particles, the lattice periodicity and thus

the lattice vectors are of particular importance. A possible mutation operation for

the crystal lattice is a random distortion. This can be expressed by multiplying
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the matrix of the lattice vectors with a strain matrix [72]

 a′x a′y a′z
b′x b′y b′z
c′x c′y c′z

 =

 1 + ε11
ε12
2

ε13
2

ε21
2

1 + ε22
ε23
2

ε13
2

ε23
2

1 + ε33

 ·
 ax ay az

bx by bz

cx cy cz

 (3.3)

where εij are random Gaussian variables. Multiplication with the strain matrix

disturbs the reduced expression of the lattice vectors, the resulting lattice therefore

has to be reduced again (see section 1.3). A separate mutation operator to move

particles around is not necessary, as the crossover itself can strongly disturb a

given lattice.

3.5.3. Particle Reorientation

When using dipolar particles, the orientation of each particle is also of importance

for the energy of the system. Local minima due to dipole orientation can be

prevalent as chain formation is usually strong. In order to help the algorithm

in ”escaping” from local minima in energy, we introduced a mutation operator

that randomly reorients a dipole. This is done by tilting the dipole by a Gaussian-

distributed angle away from its original axis and subsequently rotating it a random

angle [0, 2π) around its original axis. This operation can be repeated for several

particles.

3.5.4. Permutation

In binary mixtures, it can sometimes be advantageous to swap the particle kinds

of two randomly chosen particles from time to time. We included such a procedure

as our program also supports different particle kinds. For the systems presented

in this work, such an operator is of no significance. A permutation mutation can

also be repeated for several particles.
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3.5.5. Lattice Squashing

For very low densities, some systems separate into layered crystals separated by

large voids. Neighboring layers will only interact very weakly and convergence can

be insufficient (if the energetically best structure is a uniform, non-layered crystal).

We therefore also introduced a mutation that compresses or expands the unit cell

in one direction and expands or contracts it in the other directions, leaving the

volume of the unit cell constant.

3.6. Genetic Algorithm Parameters

For the genetic algorithm, we used a pool size Nind = 10 and an elitism parameter

Nelit = 3. In total, Ngen = 1, 000 individuals were created. For the fitness function,

we used a parameter value Pfit = 3. The probabilities for mutation were chosen as

platt = 0.05 for lattice deformation, prot = 0.02 for dipole rotation, and psqu = 0.05

for lattice squashing. The Gaussian function uses a deviation of σstr = V/6 for the

strain matrix and σrot = 0.5 for the tilting angle during dipole rotation.
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4. Optimization, Analysis and

Miscellaneous

4.1. Local Optimization

While optimization tools based on genetic algorithms are suitable to cover a large

variety of different candidate structures, the sheer size of the parameter search

space can be troublesome. Local optimizations with very subtle energy differences

can also prove difficult. In order to prevent problems in these cases, we locally

optimize every candidate structure and then apply the genetic algorithm [77]. The

algorithm we use for this is based on the L-BFGS method (see appendix A.3), a

quasi-Newton method of optimization. As a consequence, the energy landscape in

parameter space reduces to the local minima in energy (which represents, neverthe-

less, a considerably large number of possible points). Figure 4.1 shows a schematic

representation of this local optimization for a single parameter and a fictitious

genetic operation. Starting from individuals with low fitness values can take a

long time to optimize. We therefore limited the L-BFGS algorithm to a maximum

number of relaxation steps. In this work, we use the L-BFGS-B implementation

by Zhu [78, 79].

4.2. Lattice Simplification

For a given ordered particle configuration, an infinite number of different repre-

sentations as lattice vectors is possible. During local optimization and during the

genetic algorithm run, configurations may end up strongly distorted (e.g. with
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x

E(x)

Figure 4.1.: Schematic representation of the local optimization. In a first step the

red configurations are locally relaxed. The respective optimized con-

figurations (yellow) are used to create new individuals (green configu-

ration), which are again relaxed (blue configuration). In this schematic

representation, only one parameter x needs to be optimized, whereas

several dozen parameters are usually considered in our program. Effec-

tively, the search space in this schematic representation reduces from

a wide range of possible x-values to only four local minima. The op-

erations of the genetic algorithm are used to hop between these basins

and find even better configurations.
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very thin and long unit cells). It is possible to transform these distorted lattices

into equivalent, but more compact shapes. This makes them easier to understand

and handle. In addition, it is also useful for the algorithm itself, since this step

can even speed up energy calculations as fewer periodic images or k-vectors have

to be taken into account. Figure 4.2 shows a schematic representation of lattice

simplification in 2D. The quantity we try to minimize is the unit cell surface. We

a

c

ã

c̃

Figure 4.2.: Left: Distorted unit cell. Right: Simplified unit cell introducing c̃ =

c−a. Note that the circumference (2D analogue to the surface) of the

unit cell decreases while its area (2D analogue to the volume) remains

unchanged. Actual calculations are carried out in 3D.

iteratively try to transform lattice vectors according to

a→

{
a± b

a± c
(4.1)

which leaves the unit cell volume unchanged, but changes the fractional coordinates

of the particles (see appendix A.4).

4.3. Tabulation of Interaction Potentials

The calculation of computationally expensive functions can require a consider-

able fraction of the total run time of a genetic algorithm optimization. Especially

incomplete Gamma functions, error functions, etc. can be problematic in this re-

spect. In order to considerably speed up the program, we tabulated the most

frequently used functions (as well as their derivatives, if required). From these

tables, the respective function can be calculated much faster, using just a few
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(simple) operations (see appendix A.5 for the exact expressions). We evaluated

the functions

• 4εσαr−α

• −4εσαr−α−1

• 4εσα 1

Γ(α2 )
r−αΓ

(
α
2
, ν2r2

)
• 4εσα 1

Γ(α2 )
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−α

r
Γ
(
α
2
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r
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]

• B(r) = 1
r3

[
2νr√
π

exp(−ν2r2) + erfc(νr)
]

• C(r) = 1
r5

[
2νr√
π

(3 + 2ν2r2) exp(−ν2r2) + 3erfc(νr)
]

• D(r) = 1
r7

[
2νr√
π

(15 + 10ν2r2 + 4ν4r4) exp(−ν2r2) + 15erfc(νr)
]

• 2π exp
(
− k2

4ν2

)
1
k2

• −2π exp
(
− k2

4ν2

) (
2
k3

+ 1
2kν2

)
for 40,000 values of r or k between a lower and an upper cutoff and stored the

results in arrays. Using a quadratic interpolation, we can then evaluate these

functions with high accuracy (the relative differences between interpolated and

exact value of the different functions is then smaller than 10−7) for any value of

r or k. Below the lower cutoff, we used the exact function as the interpolation

deviates significantly for inverse power and similar expressions. Above the upper

cutoff, the function is simply set to zero (with actual function values usually below

10−9). For the lower cutoff, in order to ensure appropriate accuracy, we choose

rmin = 0.5σ in real space (which is only reached for very strong dipole moment

and/or very high density) and kmin = 0.2/σ in reciprocal space. The choice of the

reciprocal space cutoff can be trickier, especially for the quasi-2D approximation

we use (where c is considerably longer than any other lattice vector and thus c̃ is

much shorter). For systems with many particles per unit cell (which is then also
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larger for the same density), discrepancies in length between lattice vectors can be

compensated by simplifying the unit cell (see section 4.2). The upper cutoff is Rc

or Rcut in real space and Kcut in reciprocal space.

4.4. Optimizations for Speed

In order to speed up the execution of our program, we reorganized all summations

so as to take advantage of negligible expressions, i.e. truncating as close to the

cutoff radii as possible and using all symmetry relations. Some of the two-particle

summations can be expressed as upper-triangle summations. It is also advanta-

geous to only take into account periodic images that are not further away from

the central unit cell than the cutoff radius (instead of simply repeating the unit

cell a certain number of times in each direction)∑
R

′∑
i,j

V (rij +R) =
∞∑

na=−∞

∞∑
nb=−∞

∞∑
nc=−∞

′∑
i,j

V (rij + naa+ nbb+ ncc)(4.2)

=

nc,max∑
nc=−nc,max

nb,max(nc)∑
nb=nb,min(nc)

na,max(nc,nb)∑
na=−na,min(nc,nb)

′∑
i,j

V (r) .

These measures can reduce the number of necessary calculations by a factor of
4R3π

3
1

(2R)3
= π

6
' 0.524 (see Fig. 4.3 for a schematic representation of cutoff op-

timization and appendix A.6 for the derivation of the analytical expressions de-

scribing this). Many functions depend only on the length of r or k, so they are

symmetric with respect to r→ −r (antisymmetry is also given in many cases).

4.5. Parallelization

For the parallelization of our program, we used the MPIF90 compiler and runtime

environment [80] on the cluster in our group and the Intel Fortran Compiler and

runtime environment [81] on the JADE cluster (Montpellier, France). In both

cases, the code is written in Fortan90. Typically 12-16 cores were used in parallel.

One of these cores is devoted solely to managing the pool of individuals, while the

others create and relax individuals.
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Figure 4.3.: Left: 2D schematic representation of cutoff optimization. Only the

cells shaded in red (that are at least partly covered by the cutoff

(green)) are included in the calculation. Right: 2D schematic repre-

sentation of symmetry considerations to speed up energy calculations.

Only the area shaded in blue is included in the calculations. The two

interactions indicated by arrows can be included in the energy calcu-

lation by applying the interaction to both particles involved in one

interaction. Actual calculations are performed in 3D.

4.6. Composite Energy Curves

In our algorithm, the number of particles per unit cell is constant during a run.

As different structures may require a different number of particles per unit cell,

this can be problematic, as we do not know a priori in all cases what structure

to expect. For 3D systems, the simplest unit cell is very small [8], but quasi-

2D unit cells can require considerably more particles (see section 5). A simple

way to circumvent this problem is to choose a number of particles per unit cell

that is divisible by many different natural numbers (e.g. 60 is divisible by 1, 2,

3, 4, 5, 6, 10, 12, 15, 20, 30, and 60 and can thus form unit cells with those

numbers of particles perfectly). If the number of particles in our optimization is

not the number of particles required by the energetically most favorable structure

for given parameters (or a multiple thereof), the obtained result will be incorrect.

Unfortunately, systems with N ≈ 60 particles take a long time to optimize. We

therefore chose to run our algorithm for different, smaller particle numbers and

then determine the best configuration by comparing the obtained energies, e.g.

if we do not know whether the system requires 2, 3 or 5 particles per unit cell,
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running the genetic algorithm for each of these particle numbers will be a lot faster

than running one for N = 2×3×5 = 30 particles. The resulting energy curve will

be composed of systems of different sizes. For quasi-2D systems, we performed

computations with N = 1, 2, 3, 4, 5 (which allows us to roughly determine the

number of layers and where interesting regions are located) and, depending on

the system, also with N = 6, 8, 10, 12, 14, 18, 24 particles. For some systems, we

also performed computations with up to 28 particles, but no further improvements

were found, at least for the soft-sphere system.

4.7. Order Parameters

While it is possible to classify particle configurations visually, i.e. by looking at

a snapshot, this is impractical when carrying out many runs for different param-

eters. It is therefore useful to introduce so-called order parameters. These order

parameters should correctly identify the different phases and can also be used to

locate the phase transitions.

In our case, we are interested in rotational symmetries of our particle configura-

tions. For a 2D system, one can define (as it is done in the literature [82, 83]) the

order parameter for n-fold rotational symmetry Ψn as

Ψn =
1

N

N∑
i=1

|Ψn (i)| (4.3)

Ψn (i) =
1

NNN (i)

NNN(i)∑
j=1

exp (ınθij) (4.4)

where θij is the angle between the vector rij, which connects particles i and j, and

a reference axis; NNN(i) is the number of nearest neighbors for particle i. These

order parameters are Ψn = 1 for perfect n-fold rotational symmetry and small or

zero when such a symmetry is not present. In 3D systems, spherical harmonics are

necessary to calculate appropriate order parameters (see appendix A.7). In our

case, we follow the order parameters as calculated by [84, 85]. In a slab geometry,

full 3D rotational symmetry can be found inside the slab, but not close to the

walls.
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As will be discussed in section 5, layered configurations are very common in slab

geometries, but intermediate phases may exhibit buckling and other phenomena.

In order to accommodate these possibilities, we defined order parameters based

on the 2D expressions but adapted for different height and different structures

of the layers (see appendix A.8). Nearest neighbors can, in any dimension, be

determined via a Voronoi construction (see appendix A.9). Again, this approach

has to be suitably adapted for slab geometries. Possible improvements here would

be to develop order parameters that are able to describe the transition from 2D

order parameters (slab thickness h = 0) to 3D order parameters (h = ∞). For

parts of the analysis of the 3D system we also employed the FINDSYM program

package [86], which computes all rotational symmetries of a given crystal cell, as

well as its space group and other information.

4.8. Visualization

In order to visualize our results, we used the program package PyMOL [87] which

allows us to plot both the particles and the dipole moments associated with them,

as well as the walls for slab geometries. Note that in all snapshots shown in section

5 the particles are not drawn to scale in an effort to retain good visibility even for

overlapping particles; thus, the blue spheres should be regarded as representations

of the centers of the particles. The dipole moments (shown as orange cones) signify

only the direction of the corresponding moment, but not its strength. The length

of such a cone is equal to the real particle diameter. The walls for slab geometries

are shown (in part) as grey planes. They are drawn at a distance h from each

other (i.e. signifying the hard boundaries for the particle centers, compare Fig.

2.5). These planes also allow for easy verification of the structure of the system

at the wall. For plotting energy and order parameter curves we employed the

program package Xmgrace [88].
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5. Results

While we were able to reproduce some of the results for 3D Stockmayer systems

[8, 70], we did not observe any new structures.

For the quasi-2D system, we will always use α = 12 for the exponent in the

spherically symmetric inverse power law potential (see equ. 1.2) and a fixed volume

(i.e. we will perform isochoric optimizations).

5.1. Soft Sphere Interaction

In a first step, we investigated systems of soft spheres (i.e. µ∗ = 0) and compared

the results to data available in the literature. We chose densities 0.5 ≤ ρH ≤ 1

and slab widths 0.01σ ≤ h ≤ 3σ. Figure 5.1 shows the rescaled energy curves for

different densities as functions of h. The relevant particle numbers per unit cell in

this region are N = 2, 3, 4, 6, 8, 12, 14, 18, 24. The curves shown here are composed

of the curves corresponding to the best configurations for particle numbers N =

1, 2, 3, 4, 5, 8, 12, 10, 14. Figures 5.2 and 5.3 show the energy curve for ρH = 1 and

for interesting regions, i.e. where intermediate phases occur, respectively.

The transitions between the different phases are much easier to identify using the

order parameters described in section 4.7. Apart from the identification of the

simple triangular or square phases, it is also possible to locate intermediate phases

(see Fig. 5.4). Figure 5.5 shows the order parameters for all investigated densities.

As mentioned in section 4.7, Ψ4 and Ψ6 are somewhat less adequate for identifying

triangular and square phases.

In order to characterize the different phases, we have used the same nomenclature

as in [89, 90], i.e. n4 and n� denote systems of n layers with triangular or square
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Figure 5.1.: Rescaled energy curves for different densities of soft spheres in a slab

geometry. Most transitions between phases can be observed as kinks

in the energy curve. The region where the energy is large corresponds

to the forbidden region for hard spheres, i.e. particles overlap in this

region for the given densities.
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Figure 5.2.: Energy curves for different numbers of particles per unit cell in a

soft sphere system with ρH = 1. As can be seen, perfectly layered

systems are well described by a single particle per layer. Only for the

considerably more complicated intermediate phases more particles are

necessary to form the correct structure.
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Figure 5.3.: Enlarged views for regions where intermediate phases occur (compare

Fig. 5.2).
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Figure 5.4.: Order parameters in a soft sphere system with ρH = 1. Phase transi-

tions coincide with changes in order parameter and kinks in the energy.

Note that intermediate phases are present at almost all transitions (i.e.

order parameters do not change in a perfect step). The sudden changes

in order parameter that do not coincide with kinks in the energy are

due to artifacts in the order parameter calculation (see section 4.7 and

appendix A.9).
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Figure 5.5.: Order parameters in a soft sphere system. When rescaling the slab

thickness by hρ
1
3
H, the sequence of the phases and their range of sta-

bility are almost identical.
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layout, respectively. This nomenclature is commonly used for hard sphere systems

and also well applies in the soft sphere case. To better describe some of the

observed buckling phases, we introduce the symbols 14(a, b), which denotes a zig-

zag buckling phase where the path following the particles in a given sublayer can

be described by (a, b). In particular, a steps along the 0◦-direction are followed by b

steps along the 60◦-direction (see Fig. 5.6). In actual systems, the basic triangular

lattice will be distorted, in particular close to the transition from one to two layers.

(1, 0) (1, 1) (2, 1) (2, 2)

Figure 5.6.: Schematic representations of different possible 14 buckling phases.

From left to right: 14(1, 0) (requires N = 2 particles), 14(1, 1) (re-

quires N = 4), 14(2, 1) (requires N = 6), and 14(2, 2) (requires

N = 8). The blue and orange particles occupy the slightly raised and

lowered sublayers, respectively. In our computations, a contraction

perpendicular to the creases may also be observed.

The complete sequence of phases for increasing slab width h is: (14)→ 14(1, 0)→
2� → I1 → 24 → I∗2 → I∗∗2 → I2 → I3 → 3� → I4 → 34 → I5 → I6 → 4� →
I7 → 44 (see Fig. 5.8 to 5.15 for snapshots of each of the different phases). The

14 phase is denoted in parentheses as it is never achieved for finite slab thickness

h > 0. The Ix phases denote the different intermediate phases.

In the following, we will give a closer description of the sequence of occurring

phases and of the locations of the transitions for ρH = 1 (see Fig. 5.7 for the full

phase diagram).

As the soft sphere potential is purely repulsive, the system immediately separates
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Figure 5.7.: Full phase diagram of the soft sphere system in slab geometry. Square

phases in green, triangular phases in red, intermediate phases in blue,

and linear buckled phase in black. The black lines indicate the tran-

sitions. The general sequence of n� → n4 → (n + 1)� is recovered,

but many intermediate phases are discovered.
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Figure 5.8.: Snapshots of the soft sphere system, showing the (for finite slab thick-

ness unachievable) monolayer 14 (top) and the buckled 14(1, 0) (bot-

tom) phases. Top views on the left, side views on the right. The blue

spheres are not drawn to scale. The grey areas represent planes par-

allel to the walls at a distance of σ/2.
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into two sub-layers for finite slab width h > 0. This separation is achieved by

half of the particles positioning themselves in chains at the top wall and the other

half at the bottom wall (see Fig. 5.8). The distances between neighboring chains

are slightly contracted with respect to a perfect triangular lattice. The transition

14(1, 0) → 2� is smooth. The sub-layers are arranged in a rectangular lattice

and as they separate further, this transforms into a square lattice. For ρH = 1,

the 14 phase is stable only at h = 0, while the buckled 14(1, 0) phase is stable

for 0 < h < 0.52σ (i.e. at that point eight-fold symmetry is complete). While only

one particle per unit cell is necessary to represent the 14 monolayer, at least two

are required for the 14(1, 0) phase.

The transition 2�→ 24 is achieved via an intermediate phase I1. The 2� phase is

stable for 0.52σ ≤ h < 0.78σ. The intermediate I1 phase is stable for 0.78σ ≤ h <

0.79σ and the 24 phase is stable for 0.79σ ≤ h < 1.13σ. The 2� and 24 phases

form perfect bilayers (no deformation in z-direction) with square and triangular

lattices within layers (see Fig. 5.9). They both require only two particles per

unit cell. The intermediate phase is a distorted form of either 2� or 24 where

neighboring lines shift so as to get closer to a triangular arrangement (see Fig. 5.9).

Note that the region where the intermediate I1 phase is stable is so small, that it

will probably be difficult to observe it in finite temperature simulations and even

more so in experimental systems. To form the intermediate I1 phase, two particles

per unit cell are required.

The transition from two to three layers (i.e. 24 → 3�) is achieved via two inter-

mediate phases I2 and I3 and several preliminary intermediate phases I∗2 and I∗∗2 .

The I2 and I3 phases are stable for 1.14σ ≤ h < 1.24σ and 1.24σ ≤ h < 1.27σ,

respectively. The I2 intermediate phase is achieved by a fourth of the particles

from both layers separating from the wall and forming sub-layers (see Fig. 5.10).

The particles remaining in the layers at the walls form a lattice consisting of one

hexagon and two triangles per unit cell. The two sub-layers are positioned such

as to maximize the distance between their constituent particles. Note that the

two sub-layers combined contain only two thirds of the particles of a layer remain-

ing at the wall. In total, eight particles per unit cell are necessary to form the

intermediate I2 phase. The I3 intermediate phase has an even more complicated

structure with 14 particles per unit cell. In this case, two sevenths of the parti-
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Figure 5.9.: Snapshots of the soft sphere system, showing the 2� (top), the inter-

mediate I1 (center) and the 24 (bottom) phases. Top views on the

left, side views on the right. The blue spheres are not drawn to scale.

The grey areas represent planes parallel to the walls at a distance of

σ/2.
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Figure 5.10.: Snapshots of the soft sphere system, showing the intermediate I2

(top) and the intermediate I3 (bottom) phases. Top views on the

left, side views on the right. The blue spheres are not drawn to scale.

The grey areas represent planes parallel to the walls at a distance of

σ/2.
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Figure 5.11.: Snapshots of the soft sphere system, showing the intermediate I∗2
(top) and the intermediate I∗∗2 (bottom) phases. Top views on the

left, side views on the right. The blue spheres are not drawn to scale.

The grey areas represent planes parallel to the walls at a distance of

σ/2.
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cles separate from the walls. The particles remaining at the walls form a lattice

composed of an elongated hexagon and four triangles (see Fig. 5.10). The sub-

layers themselves also have a complicated structure as the two particles in each

of the sub-layers do not separate the same distance from the wall. The region

where either of the intermediate phases is stable extends over a range which might

be accessible for simulations at finite temperatures. However, we have to take

into account that the energy differences between intermediate phases and layered

phases can be very small; they also depend on the density. For ρH = 1, there is

an intermediate I∗∗2 phase which occurs as an intermediate step at the transition

24 → I2 (1.13σ ≤ h < 1.14σ). This structure is similar to the I2 intermediate

phase, but with fewer particles detached from the wall (only one fifth). For other

densities, we have also observed the I∗2 intermediate structure, where one sixth of

the particles detach from the walls. Figure 5.11 shows these two phases. From

the general order of phases and their separation ration (i.e. the ratio of particles

in the intermediate layers to particles at one wall, see Fig. 5.12) we can say that

the intermediate phases are ordered with increasing separation ratio (0.4 for I∗2 ,

0.5 for I∗∗2 , 0.66 for I2 and 0.8 for I3). The fact that not all of the preliminary

intermediate phases appear in our computations for all densities is most likely due

to our step size in h (i.e. all of the phases can probably be observed if a sufficiently

small step size is used). The regions where some of these phases are energetically

most favorable are extremely small. Moreover, it is highly probable that even more

intermediate phases arise in more detailed investigations or for more particles per

unit cell. The best configuration is probably determined such that the separation

ratio goes from 0 (24) to 1 (3�) continuously.

The 3� phase is stable for 1.27σ ≤ h < 1.63σ, the 34 phase for 1.65σ ≤ h < 2.11σ.

Again, these phases are made up of perfect layers, requiring only three particles

per unit cell. In between these two phases, the intermediate I4 phase is stable

(1.63σ ≤ h < 1.65σ). The structure of this phase is highly complicated (see Fig.

5.13). On a 2D level, the layers form a distorted elongated triangular tiling (i.e.

the unit cell consists of a square and two triangles). The 3D arrangement exhibits

substructures with stronger order. These substructures are equilateral triangular

prisms parallel to the surface. Such substructures are present at both walls and

are slightly shifted with respect to each other. The length of the prism coincides
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0 0.5 0.66 1

Figure 5.12.: Schematic representation of the separation ratio. Shown here is the

transition from two to three layers. As more and more particles

separate from the wall layers (red and green) to form the intermediate

layer (blue), the separation ratio, i.e. the ratio of the number of

particles in the intermediate layer to the number of particles in one

of the wall layers, increases from 0 to 1.

with the distorted squares. Similar structures have been observed in hard sphere

systems [91]. Six particles per unit cell are needed to form the I4 structure.

The transition from three to four layers (34→ 4�) is marked by two intermediate

phases I5 and I6. These are stable in very narrow h-ranges, namely for 2.1σ ≤ h <

2.13σ and 2.13σ ≤ h < 2.14σ, respectively. The I5 intermediate phase (see Fig.

5.14) differs from the 34 phase insofar as the center layer buckles. The interesting

point here is that this buckling is not symmetric, i.e. the center layer separates

into sublayers with a ratio two to one. This structure is, in contrast to all other

observed structures, not invariant upon inversion of the z-axis (and a subsequent

translation). This loss of a basic symmetry might be indicative that this structure

is not thermodynamically stable and that closer investigations are necessary. In

total, nine particles per unit cell are required to form this structure, the (forming)

sublayers contain 0.33 and 0.66 times as many particles as a wall layer, respectively.

The I5 phase is followed by the I6 intermediate phase. This structure consists of

24 particles per unit cell. The buckling is once again symmetric and the wall

layers are also broken up, similar to the transition from two to three layers. The

(forming) two central layers each contain 0.71 times as many particles as a wall

layer. Similar as for the 24→ I2 → I3 → 3� transition, we possibly obtain more

intermediate phases for closer investigations, the slab width regions of stability

are, however, very small. A fundamental difference is that once a central layer
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Figure 5.13.: Snapshots of the soft sphere system, showing the 3� (top), the inter-

mediate I4 (center) and the 34 (bottom) phases. Top views on the

left, side views on the right. The blue spheres are not drawn to scale.

The grey areas represent planes parallel to the walls at a distance of

σ/2.
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Figure 5.14.: Snapshots of the soft sphere system, showing the intermediate I5

(top) and the intermediate I6 (bottom) phases. Top views on the

left, side views on the right. The blue spheres are not drawn to scale.

The grey areas represent planes parallel to the walls at a distance of

σ/2.
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is involved, symmetry upon inversion of the z-axis is not necessarily conserved.

It might be interesting to investigate this transition at finite temperatures or for

systems with more particles per unit cell (in this work, we tried up to 28 particles).

The 4� phase is stable for 2.14σ ≤ h < 2.48σ, the 44 phase for 2.51σ ≤ h ≤ 3σ

(i.e. the upper boundary of the investigated region). Once more, these phases are

made up of perfect layers, requiring only four particles per unit cell. In between

these two phases, the intermediate I7 phase is stable (2.48σ ≤ h < 2.51σ). The

structure of this phase is very similar to the I4 phase, just for four instead of three

layers (see Fig. 5.15), thus requiring twelve particles per unit cell to represent. On

a 2D level, the layers form a distorted lattice consisting of two squares and two

triangles per unit cell (basically an elongated triangular tiling with an additional

square). The 3D arrangement consists of equilateral triangular prism substructures

close to the top and bottom walls that are then shifted slightly with respect to

each other. The base of the prism has twice the side length as the one in the I4

intermediate phase. The length of these prisms coincides with the rows of two

distorted squares.

5.2. Dipolar Soft Sphere Interaction

When adding a dipolar interaction, the number of parameters to optimize in-

creases significantly, leading to a considerable increase in required computational

time. Moreover, the energetically most favorable configurations are significantly

more complex. This is especially true for the intermediate phases. We therefore

restricted our investigations to slab thicknesses 0.01σ ≤ h ≤ σ. In this region, the

system forms at most a bilayer. We ran our genetic algorithm for dipole moments

µ∗ = 1 and µ∗ = 2 and densities 0.5 ≤ ρH ≤ 1. Figure 5.16 shows the energy

curve for ρH = 1 both for µ∗ = 1 and µ∗ = 2 for different particle numbers per

unit cell. The linear 14(1, 0) buckling observed for the soft sphere system is still

present for small slab thickness (compare section 5.1). Figure 5.17 shows the be-

havior of the order parameters with increasing slab width. Note the significantly

weakened order due to the contraction of the lattice caused by the formation of

dipole head-to-tail chains (see snapshots in Fig. 5.19 and 5.20).
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Figure 5.15.: Snapshots of the soft sphere system, showing the 4� (top), the inter-

mediate I7 (center) and the 44 (bottom) phases. Top views on the

left, side views on the right. The blue spheres are not drawn to scale.

The grey areas represent planes parallel to the walls at a distance of

σ/2.
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Figure 5.16.: Energy curves for different numbers of particles per unit cell N in

a dipolar soft sphere system with ρH = 1. Top: µ∗ = 1. Bottom:

µ∗ = 2.
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Figure 5.17.: Order parameters in a dipolar soft sphere system with ρH = 1. Top:

µ∗ = 1. Bottom: µ∗ = 2. Note the weakened order compared to soft

sphere systems (see section 5.1).
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In some experimental systems [12, 92] as well as in several simulation studies

[90, 93], zig-zag buckling phases have been observed. When no external field is

applied, the dipoles align within layers (i.e. parallel to the walls in the x-y-plane)

as the lattice is only periodic in these directons. The prevalence of chain formation

facilitates the dominance of linear 14(1, 0) buckling. Figure 5.18 shows the phase

diagram for dipolar soft spheres for µ∗ = 1.
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Figure 5.18.: Phase diagram of the dipolar soft sphere system in slab geometry.

Square phase in green, triangular phase in red, intermediate phase

in blue, and linear buckled phase in black. The black lines indicate

the transitions. Note that a clear distinction between the 14(1, 0)

buckling and the 2� (actually rectangular) phases is not possible.

At low densities and strong dipole moment (e.g. ρH = 0.5 and µ∗ = 2) we found

indications for phase separation at small slab width. In particular, the system

no longer forms a crystal of uniform density, but instead forms regions of higher

density with voids in between (see Fig. 5.19). This structure might be due to a

characteristic optimum distance between parallel chains of dipoles [8, 18]. Oth-
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erwise, the buckled 14(1, 0) phase is formed for small slab thickness. This con-

figuration smoothly transforms into a 2� arrangement. Since the system never

reaches perfect eight-fold symmetry, the distinction between those two phases is

to some extent arbitrary. The 2� phase is contracted in the direction of the aligned

dipoles, forming thus a rectangular lattice.

Figure 5.19.: Snapshots of the dipolar soft sphere system, showing the phase-

separated (top) and the buckled 14(1, 0) (bottom) phases. Top views

on the left, side views on the right. The blue spheres are not drawn

to scale. The grey areas represent planes parallel to the walls at a

distance of σ/2. The orange cones represent the orientation of the

dipoles.

The transition 14(1, 0) = 2�→ 24 is marked by an intermediate phase I1. This

phase consists of a distorted 2� lattice in which the dipoles are no longer oriented
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so as to point at their nearest neighbors (see Fig. 5.20). After this intermediate

phase, the 24 phase becomes most favorable.

Figure 5.20.: Snapshots of the dipolar soft sphere system, showing the intermediate

I1 (top) and the 24 (bottom) phases. Top views on the left, side

views on the right. The blue spheres are not drawn to scale. The

grey areas represent planes parallel to the walls at a distance of σ/2.

The orange cones represent the orientation of the dipoles.

5.3. Effects of an External Field

Many experimental systems [13, 14, 94] are built up with dipoles oriented per-

pendicular to the walls. In most cases this stems from the fact that the dipolar

particles are paramagnetic spheres that are magnetized with a field perpendicular
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to the walls. As discussed in section 5.2, without such a field the dipoles ori-

ent in-plane. We have thus employed an external field Eext perpendicular to the

walls (as described in section 1.2). For the computations, we chose field strengths

E∗ext = 15 and E∗ext = 30. For these values, the field term is approximately of the

same magnitude as the dipole-dipole contribution or far above it, respectively. We

have also implemented an option in the program that allows to keep the dipole

moments completely fixed perpendicular to the walls. However, this leads to some

inconsistencies in the computations when the dipole strength is varied. In this

case articles are forced into a certain orientation, but do not minimize their energy

in this orientation. Thus systems with stronger dipole moments lie energetically

higher than systems with weak dipole moments, which does not correspond to

the physical case and makes comparisons between them difficult. It should be

noted that, in contrast to the monolayer system, dipoles oriented perpendicular to

the wall do not simply interact with a r−3-potential as there is a small attractive

contribution from their difference in elevation z.

Figure 5.21 shows the energy and order parameter curves for systems with ρH = 1

and different values for µ∗ and E∗ext. The external field gives rise to a new family

of intermediate, i.e. more complicated buckling, phases. Depending on density,

the general sequence of phases is 14(1, 0) → 14(1, 1) → 14(3, 1), 14(2, 2) →
2�→ I1 → 24. The exact transition from one to two layers is, once more, highly

complicated. In particular, we have found indications that a cascade of different

buckling phases might be present. Figures 5.23 to 5.25 show snapshots of the

different phases for increasing slab width h. Figure 5.22 shows the phase diagrams

for dipolar soft spheres with µ∗ = 1 for both E∗ext = 15 and E∗ext = 30.

For small slab widths, the 14(1, 0) linear buckling phase (see Fig. 5.23) is ob-

served for certain densities and fields. For higher densities, this phase is entirely

suppressed. In the 14(1, 0) phase, the dipoles are tilted in such a way that their

in-plane components point at their nearest neighbor in the chain, thus all dipoles

are parallel. The nearest neighbor distances along these chains are slightly con-

tracted. The external field facilitates the formation of a new buckling phase. The

buckling in the 14(1, 1) phase is no longer linear, but occurs in a zig-zag pattern.

Remarkable in this case is the orientation of the dipoles. These are no longer en-

tirely parallel (see Fig. 5.23), but are tilted perpendicular to the creases. Close to

60



0 0.2 0.4 0.6 0.8 1
h/σ

-10

-5

0

5

10

E
/(

N
ε
)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Ψ

E
Ψ

8

Ψ
12

0 0.2 0.4 0.6 0.8 1
h/σ

-15

-10

-5

0

E
/(

N
ε
)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Ψ

E
Ψ

8

Ψ
12

0 0.2 0.4 0.6 0.8 1
h/σ

-25

-20

-15

-10

-5

E
/(

N
ε
)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Ψ

E
Ψ

8

Ψ
12

0 0.2 0.4 0.6 0.8 1
h/σ

-40

-35

-30

-25

-20

-15

E
/(

N
ε
)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Ψ

E
Ψ

8

Ψ
12

Figure 5.21.: Order parameters in a dipolar soft sphere system with external field.

Top left: µ∗ = 1, E∗ext = 15. Top right: µ∗ = 2, E∗ext = 15. Bottom

left: µ∗ = 1, E∗ext = 30. Bottom right: µ∗ = 2, E∗ext = 30.
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Figure 5.22.: Phase diagram of the dipolar soft sphere system in slab geometry

under the influence of an external field. Square phase in green, trian-

gular phase in red, intermediate phase in blue, linear buckled phase in

black, and zig-zag buckled phase in orange. The black lines indicate

the transitions. Top: E∗ext = 15. Bottom: E∗ext = 30.
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Figure 5.23.: Snapshots of the dipolar soft sphere system with external field, show-

ing the 14(1, 0) (top), the 14(1, 1) (center) and the 14(3, 1) (bot-

tom) phases. Top views on the left, side views on the right. The

blue spheres are not drawn to scale. The grey areas represent planes

parallel to the walls at a distance of σ/2. The orange cones represent

the orientation of the dipoles.
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the one to two layer transition, more complicated buckling phases occur. During

our optimizations, we found a 14(3, 1) buckling phase. Such a phase is very simi-

lar to a 2� configuration (see Fig. 5.23). Similar to the soft sphere case, where the

transition from two to three layers might comprise a cascade of increasingly more

complicated structures, higher order buckling phases might be present here. The

region where they represent the dominant structures is very narrow. The dipoles

in the 14(3, 1) structure are tilted towards their neighbor in the chains. The last

dipole before a kink, however, differs from this, as its environment is different (see

Fig. 5.23).

Figure 5.24.: Snapshots of the dipolar soft sphere system with external field, show-

ing the 14(2, 2) (top) and the 2� (bottom) phases. Top views on the

left, side views on the right. The blue spheres are not drawn to scale.

The grey areas represent planes parallel to the walls at a distance of

σ/2. The orange cones represent the orientation of the dipoles.
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For some field strengths and densities, we have also observed a 14(2, 2) buckling

phase (see Fig. 5.24). Such a phase can be very close to a 2� configuration, i.e. it

is distorted strongly from the triangular lattice it is based on.

Figure 5.25.: Snapshots of the dipolar soft sphere system with external field, show-

ing the intermediate I1 (top) and the 24 (bottom) phases. Top views

on the left, side views on the right. The blue spheres are not drawn

to scale. The grey areas represent planes parallel to the walls at a

distance of σ/2. The orange cones represent the orientation of the

dipoles.

The transition 2� → 24 is effected by the intermediate I1 phase (see Fig. 5.25),

which is a distorted version of the square phase.
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6. Summary and Outlook

In this work, we have studied the energetically most favorable configurations of

confined (quasi-2D) systems of dipolar soft spheres at zero temperatures. This was

achieved by minimizing the relevant thermodynamic potential using an optimiza-

tion tool based on ideas of genetic algorithms.

For soft spheres, we have found that the general sequence of stable phases is the

same as for a hard sphere systems. We have observed many different intermediate

phases that exhibit a complicated inherent 3D structure. Closer investigations,

particularly at the transition from two to three layers would be of high interest.

Monte Carlo simulations at finite temperature in the interesting regions would

be necessary to determine the thermodynamical stability of the structures we ob-

served.

For dipolar soft spheres, we have observed that dipoles orient parallel to the walls.

Thus, we did not observe fundamental differences depending on the dipole moment.

We also studied the effects of an external field perpendicular to the walls on a

confined system of dipolar soft spheres. Depending on field strength, density and

slab thickness, we have observed several different buckling phases that become

increasingly complicated close to the transition from one to two layers. These are

similar to buckling phases observed in some experimental systems. More detailed

investigations of the dependence on density and field strength would be necessary

to better understand the phase diagram.

In general, our optimization strategy is appropriate for higher densities, but in-

vestigations at low densities are more difficult as energy differences can be very

small. Appropriate modifications to the genetic algorithm optimization tool might

be able to alleviate this problem.
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Further development on the order parameters we used to analyze our results would

be necessary to correctly classify systems ranging from 2D to 3D. Such order

parameters might make it easier to understand the transition from a monolayer to

the bulk.

Other interesting systems that could be investigated with our program include bi-

nary mixtures of dipolar soft spheres [60] (functionality for this is already included

in the program) or systems of dipolar ellipsoidal particles [95].
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A. Appendix

A.1. Lattice Reduction

In some cases, it can be useful to use a lattice vector representation that contains

more parameters than the minimal set. For example when simplifying the lattice,

permanently enforcing that the vector a points in x-direction restricts the choice

of possible alternative lattice vectors we can consider. However, when simplifying

the lattice by using general lattice vectors, the resulting lattice vectors will no

longer fulfill the conditions we specify. We thus have to transform the lattice back

into the reduced form via a rotation [19]. As we show in the following, this can be

achieved by determining the length of all lattice vectors and the angles between

them. Then, we simply reconstruct the lattice vectors in the desired orientations

using [19]

a =

 |a|0
0

 (A.1)

b =


|b| cos

(
âb
)

|b| sin
(
âb
)

0

 (A.2)

c =


|c| cos (âc)

|c| cos(b̂c)−cos(âc) cos(âb)
sin(âb)

|c|
√

1−cos2(âb)−cos2(âc)−cos2(b̂c)+2 cos(âb) cos(âc) cos(b̂c)
sin(âb)

 (A.3)

which leaves the fractional coordinates of the particles unchanged. The dipole

orientations will, however, differ with respect to the old (unreduced) lattice; thus
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we have to rotate them as well (see appendix A.2).

A.2. Dipole Reorientation

The dipole orientations are given by two angles θ and ψ measured with respect

to the z-axis. In some cases (e.g. after straining the lattice or simplifying it) we

need to transform the lattice to its reduced form (see section 1.3). This operation

is equivalent to rotating the lattice in three dimensions, changing thereby also the

z-axis. In order to preserve the orientation of the dipoles (i.e. they should still

point in the same lattice directions as before), we have to recalculate θ and ψ. In

the following, a tilde will be used to denote the orientations and lattice vectors of

the old system. The orientation of a dipole in the old system is µ̃x

µ̃y

µ̃z

 = µ

 sin ψ̃ cos θ̃

sin ψ̃ sin θ̃

cos ψ̃

 (A.4)

= x̃ã + ỹb̃ + z̃c̃ =

 ãx b̃x c̃x

ãy b̃y c̃y

ãz b̃z c̃z

 ·
 x̃

ỹ

z̃


and the orientation in the new system (which shall not be the same orientation in

absolute coordinates) is µx

µy

µz

 =

 ax bx cx

0 by cy

0 0 cz

 ·
 x

y

z

 . (A.5)

As we want the orientation of the dipoles with respect to the lattice vectors to

remain the same, we choose  x

y

z

 =

 x̃

ỹ

z̃

 , (A.6)
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which leads to µx

µy

µz

 =

 ax bx cx

0 by cy

0 0 cz

 ·
 ãx b̃x c̃x

ãy b̃y c̃y

ãz b̃z c̃z


−1

·

 µ̃x

µ̃y

µ̃z

 (A.7)

This transformation leaves the length of µ unchanged as the volume (i.e. the

determinant of the matrices in equ. A.4 and A.5) is the same for both bases.

Finally, we can extract the new orientation angles θ and ψ using

ψ = arccos

(
µz

µ

)
(A.8)

θ = arctan

(
µy

µx

)
. (A.9)

A.3. L-BFGS Algorithm

The Limited Memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm be-

longs to the family of quasi-Newton optimization methods to minimize functions

f(x), where x can be a vector in a high-dimensional space. While the original

BFGS algorithm [96, 97] explicitly calculates an approximated Hessian matrix

H(f)ij(x) = DiDjf(x), only a few previous steps are stored in this case, which

makes this method suitable for high-dimensional local optimizations.

Starting from a parameter point x0, the algorithm updates to

xk+1 = λkdk (A.10)

where λk is determined as an appropriate step size in a line search along the descent

direction dk. The approximation to the Hessian has to satisfy

Hk+1yk = αksk (A.11)

αk > 0. (A.12)

In the regular BFGS algorithm, the Hessian is updated according to

Hk+1 = Hk +
1

sT
k yk

[(
1 +

yT
k Hkyk

sT
k yk

)
sks

T
k − sky

T
k Hk −Hkyks

T
k

]
(A.13)

83



Vk = 1− ρkyks
T
k (A.14)

sk = xk+1 − xk (A.15)

yk = gk+1 − gk (A.16)

gk = ∇f(xk) (A.17)

dk = −Hkgk. (A.18)

The L-BFGS algorithm follows the same procedure for the first m steps, but af-

terwards just applies m quasi-Newton updates to H0 using the saved last m steps

Hk+1 = V T
k HkVk + ρksks

T
k (A.19)

ρk =
1

yT
k sk

(A.20)

Vk = 1− ρkyks
T
k . (A.21)

A.4. Lattice Simplification

In order to simplify the unit cell, we try different combinations of the lattice vectors

a→

{
a± b

a± c
. (A.22)

This transformation leaves the unit cell volume unchanged, changing, however, the

fractional coordinates. The quantity we seek to minimize is the unit cell surface

area

Asurf = 2 (|a× b|+ |b× c|+ |c× a|) (A.23)

which for a given volume is minimal for a cubic cell. Therefore, the algorithm will

try to form angles of 90◦ between the vectors a, b, and c. In case that

ã = a± b (A.24)

is accepted, the lattice vectors and fractional coordinates are updated

ã = a± b (A.25)

b̃ = b (A.26)
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c̃ = c (A.27)

x̃i,f = xi,f (A.28)

ỹi,f = yi,f ∓ xi,f (A.29)

z̃i,f = zi,f (A.30)

leaving the particle coordinates

ri = x̃i,f ã + ỹi,f b̃ + z̃i,f c̃ (A.31)

= xi,f(a± b) + (yi,f ∓ xi,f)b + zi,fc

= xi,fa + yi,fb + zi,fc

unchanged. In case that any of the fractional coordinates now lie outside the

allowed region, i.e. the interval [0, 1), 1 has to be added or subtracted to those

quantities until they fulfill this requirement. For quasi-2D geometries, we cannot

try, for obvious reasons, the combinations a ± c and b ± c, as this would lead to

problems with the z-periodicity in our parametrization. The lattice simplification

is done in the full parametrization to allow maximum flexibility. Then, the lattice

has to be transformed back to its reduced form (see appendix A.1.)

A.5. Derivation of the Interpolation for Tabulated

Functions

We use a quadratic interpolation for special functions f(x) after having tabulated

their values at positions xn

xn = xmin +
n

N
(xmax − xmin) (A.32)

fn = f(xn) (A.33)

n = 0, 1, 2, ..., N,N + 1, N + 2 (A.34)

we can expand f(x) in a Taylor series, truncating after the second term

xn ≤ x = xn + ξh ≤ xn+1 (A.35)

f(x) = f(xn+1) + (x− xn+1)f ′(xn+1) +
1

2
(x− xn+1)2f ′′(xn+1) + ... (A.36)
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≈ fn+1 +
1

2
(
x− xn

h
− 1)(fn+2 − fn) +

1

2
(
x− xn

h
− 1)2(fn+2 − 2fn+1 + fn)

= fn+1 +
1

2
(ξ − 1)(fn+2 − fn) +

1

2
[ξ(ξ − 1)− (ξ − 1)](fn+2 − 2fn+1 + fn)

= fn + ξ(fn+1 − fn) +
1

2
ξ(ξ − 1)(fn+2 − 2fn+1 + fn).

Using a quadratic interpolation ensures that the numerical derivative is a con-

tinuous function, which is advantageous for the local optimization algorithm (see

section 4.1), even though the analytical derivative will not exactly match the nu-

merical one.

A.6. Cutoff Cell Determination

In an effort to minimize the computations necessary for a certain accuracy, we try

to find out which cells have to be considered when carrying out the summation to

the cutoff R (which can be either Rcut, Kcut, or Rc), as we truncate all interactions

above R. In case of a real space cutoff, we have to increase the value of R to R̃

R̃ = R + rij,max (A.37)

= R + MAXij (|rij|)

to ensure that all particle distances smaller than R are included. The calculation of

nc,max, nb,min (nc) and nb,max (nc), and na,min (nc, nb) and na,max (nc, nb) (compare

equ. 4.2) will be shown below. Calculations in reciprocal space are similar, but

the roles of the vectors and their components is different. The values ni,min, ni,max

should, for all ni,min ≤ ni ≤ ni,max and i = a, b, c, satisfy the relation

R2 ≤ |r|2 = x2 + y2 + z2 (A.38)

= (naax + nbbx + nccx)2 + (nbby + nccy)2 + (nccz)
2 .

This inequality is always fulfilled for (i.e. even in the worst case where x = y = 0)

(nccz)
2 ≥ R2 (A.39)

nc :

{
nc,min ≤ −R

cz

nc,max ≥ R
cz

. (A.40)
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The actual values need to be rounded to the next integer. For any given nc, equ.

A.39 can be rearranged to (again assuming the worst case x = 0)

(nbby + nccy)2 ≥ R2 − (nccz)
2 (A.41)

nb :

 nb,min (nc) ≤
−
√
R2−(nccz)2−nccy

by

nb,max (nc) ≥
√
R2−(nccz)2−nccy

by

. (A.42)

This is only valid for cy > 0, so in the general case we have to compare the two

results (rounded to the next integer) and choose the larger one for nmax,b and the

smaller one for nmin,b. Finally, we handle na in the same way

(naax + nbbx + nccx)2 ≥ R2 − (nbby + nccy)2 − (nccz)
2 (A.43)

na :

 na,min (nc, nb) ≤ −
√
R2−(nccz)2−(nccy+nbby)2−(nccx+nbbx)

ax

na,max (nc, nb) ≥
√
R2−(nccz)2−(nccy+nbby)2−(nccx+nbbx)

ax

,(A.44)

again rounded to the next integer and, depending on cx and bx, appropriately

allocated.

A.7. 3D Order Parameters

In order to measure 3D orientational symmetry, Steinhardt [84] defined order pa-

rameters Wl

Qlm (r) = Ylm (θ(r), φ(r)) (A.45)

Q̄lm = 〈Qlm (r)〉 (A.46)

Wl =
∑

m1,m2,m3

m1 +m2 +m3 = 0

(
l l l

m1 m2 m3

)
Q̄lm1Q̄lm2Q̄lm3 (A.47)

where Q̄lm is the average over the nearest neighbors, θ (r) and ψ (r) are the polar

angles of the bonds measured respective to some reference axis, and Ylm (θ, ψ) are

the spherical harmonics.
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A.8. Quasi-2D Order Parameters

In order to account for 3D deformations in layered systems, we defined order

parameters similar to 2D order parameters. After determining in 3D the nearest

neighbors j of particle i, we calculate the quantity

Ψn (i) =
1

ÑNN (i)

NNN(i)∑
j=1

exp (ınθij) exp

(
−(zi − zj)

2

s2

)
(A.48)

ÑNN (i) =

NNN(i)∑
j=1

exp

(
−(zi − zj)

2

s2

)
(A.49)

where NNN (i) is the number of nearest neighbors of particle i, ÑNN (i) is the

weighted number of neighbors, s = σ is a softening factor for the z-contribution

and θij is the two-dimensional angle between a reference direction and the vector

rij. The total order parameter of the configuration is then given by

Ψn =
1

N

N∑
i=1

|Ψn (i)| . (A.50)

While Ψ4 and Ψ6 can ideally characterize square and hexagonal order in monolayer

systems, it is better to use Ψ8 and Ψ12 for two reasons: first, Ψ8 and Ψ12 are less

susceptible to small deformations of the lattice; the second reason is related to

the contributions from neighboring layers in slab geometries: as seen in section

5, neighboring layers are never directly on top of each other but rather ”body

centered”. The neighborhood of a particle has thus not four- or six-fold, but eight-

or twelve-fold rotational symmetry in 2D.

A.9. Voronoi Construction

In order to correctly determine the set of nearest neighbors for a particle, we

chose the method of Voronoi construction [98]. This method divides space into

polyhedra each then containing one particle. The faces of the Voronoi polyhedra

are determined such that every point inside the polyhedra is closer to the particle

inside the polyhedron than to any other particle. When polyhedra share a face,
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the particles they contain are thus respective nearest neighbors. Figure A.1 shows

a schematic representation of a Voronoi construction in 2D. In order to construct

i

j

k

m1

m2

v

Figure A.1.: Schematic representation of Voronoi construction in 2D. The con-

struction of the Voronoi polyhedron for particle i (red) is realized by

considering pairs of neighbor candidates (j, k) (green). The planes

halfway between those candidates and particle i determine possible

faces (dashed lines). The intersection of these faces is a possible ver-

tex v (blue). A vertex is invalidated if any other particle m (orange)

generates a plane that invalidates the vertex. In the case shown above,

particle m1 invalidates the vertex while particle m2 does not. Actual

calculations are carried out in 3D.

the Voronoi polyhedron for particle i in 3D, we need to consider triplets of neighbor

candidates (j, k, l). The planes located halfway between particles i and j (or k or

l) are possible faces of the polyhedron. The intersection of the planes generated

by (j, k, l) is a possible vertex of the polyhedron. The vertex fulfills a system of

equations

(xi − xj)
T(v − 1

2
(xi + xj)) = 0 (A.51)

(xi − xk)T(v − 1

2
(xi + xk)) = 0 (A.52)

(xi − xl)
T(v − 1

2
(xi + xl)) = 0 (A.53)

or simplified

(xi − xj)
Tv =

1

2
(x2

i − x2
j ) (A.54)
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(xi − xk)Tv =
1

2
(x2

i − x2
k) (A.55)

(xi − xl)
Tv =

1

2
(x2

i − x2
l ) (A.56) (xi − xj)

T

(xi − xk)T

(xi − xl)
T

 · v =


1
2
(x2

i − x2
j )

1
2
(x2

i − x2
k)

1
2
(x2

i − x2
l )

 (A.57)

v =

 (xi − xj)
T

(xi − xk)T

(xi − xl)
T


−1

·


1
2
(x2

i − x2
j )

1
2
(x2

i − x2
k)

1
2
(x2

i − x2
l )

 . (A.58)

The inverse of a 3×3 matrix can easily be calculated using Cramer’s rule. To check

the validity of the vertex, we have to verify that no other particle m generates

a plane that invalidates the vertex. This test can be done by calculating the

projection

P =
(xm − xi)

T(v − xi)

|(xm − xi)|
(A.59)

and comparing it to |(xm − xi)| /2. A vertex is thus valid if

(xm − xi)
T(v − xi)

|(xm − xi)|2
≤ 1

2
+ δ (A.60)

where δ is a small tolerance (see below). In order to generate a list of neighbor can-

didates, we consider all particles in the (central) unit cell and several surrounding

unit cells (more than a single layer are necessary for distorted unit cells, so lattice

simplification (see section 4.2) is advisable). For slab geometries, only neighboring

unit cells within the slab are taken into consideration. To account for the walls,

we also add mirror images of particle i at positions xi

yi

−zi − σ

 ,

 xi

yi

−zi + 2h+ σ

 (A.61)

to the list of possible neighbors. These mirror images project planes that are

located exactly at the walls, but have themselves no physical meaning (so we have

to neglect them for order parameter calculations). The lattices we deal with can be

degenerate when it comes to nearest neighbors (i.e. diagonal neighbors in square or
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rectangular lattices). While this should not be a problem from the technical point

of view (e.g. a rectangular lattice will always be a bit distorted and each particle

will thus have six neighbors and not four or eight), it can lead to small fluctuations

having a large effect. We therefore decided to implement a small tolerance δ = 10−5

for degenerate vertices (i.e. we rather use more neighbors than fewer). An artifact

of this is the sudden jumps in the twelve-fold order parameter Ψ12 in square phases

(see section 5). The much larger eight-fold order parameter Ψ8 remains the same

at such points and the phases before and after are the same (i.e. the continuous

deformation is just slightly stronger). However, we have to note that, while all

phase transitions are visible as sudden changes in the order parameters, not all

sudden changes in order parameters coincide with phase transitions. This could

clearly be improved upon by a better definition of the order parameters.

91





B. Example Files

B.1. Example Input File

The following input file shows example input parameters (in this case we will per-

form isochoric optimizations on a system for µ∗ = 1 and ρH = 0.5 (corresponding

to VUC = 2Nσ3 before rescaling) in a slab geometry (h = 0.3σ) and α = 12).

INDIVIDUALS number of individuals Nind

GENERATIONS number of individuals Ngen created (used as classical

generation number in serial version of the program)

MUTATIONRATE probability for mutation using strain matrix pstr

MUTATIONRATE2 probability for mutation using random dipole rotation prot

MUTATIONRATE3 probability for mutation using particle kind permutation

pperm

MUTATIONRATE4 probability for mutation using lattice squashing psqu

ROTATE SIGMA strength σrot of the dipole rotation mutation

FITNESSPARAMETER parameter Pfit used in the fitness function

ELITISM best Nelit individuals are kept (new individuals can’t replace these)

MOMENT FREE switch for all dipoles in z-direction (0) or free dipole

orientation (1)

V UC FIXED switch for isobaric (NPT) mode (0) or isochoric (NVT) mode (1)

INITIAL V UC initial unit cell volume in multiples of Nσ3
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WRITE ANALYTICS create additional output

POTENTIAL FORM switch for Lennard-Jones, i.e. 2α− α, potential (1) or

inverse power law potential (2)

POTENTIAL ALPHA potential parameter α

POTENTIAL WALL wall potential parameter αwall for quasi-2D geometry (0

for no such potential)

SIGMA particle size σ

EPSILON potential parameter ε

PARTICLES 1 number N1 of particles of kind 1

PARTICLES 2 number N2 of particles of kind 2

MOMENTUM 1 dipole moment µ∗1 of particles of kind 1

MOMENTUM 2 dipole moment µ∗2 of particles of kind 2

PRESSURE pressure P in isobaric (NPT) mode

FIELD electric field E∗ext,zin z-direction (only useful in quasi-2D geometry)

SLAB slab thickness h in quasi-2D geometry

STRETCH vacuum layer thickness hvac for quasi-2D approximation

OVERLAP minimum distance between particle centers for valid configurations

ACCURACY L-BFGS-B accuracy (multiplied by machine precision, i.e. by

≈ 10−16)

RELAXATION STEPS abort relaxation after a certain number of steps to

prevent excessive relaxation times for bad configurations

IPL R CUT Real space cutoff radius Rc or Rcut for inverse power law

interaction.

IPL K CUT Reciprocal space cutoff radius Kcut for inverse power law

interaction.

IPL NU Ewald summation parameter for inverse power law interaction.
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DIP R CUT Real space cutoff radius Rcut for dipolar interaction.

DIP K CUT Reciprocal space cutoff radius Kcut for dipolar interaction.

DIP NU Ewald summation parameter for dipolar interaction.

GRID IPL REAL Number of points for tabulation of lattice sum real space

summation for inverse power law interaction.

GRID IPL R Number of points for tabulation of Ewald sum real space

summation for inverse power law interaction.

GRID IPL K Number of points for tabulation of Ewald sum reciprocal space

summation for inverse power law interaction.

GRID DIP R Number of points for tabulation of Ewald sum real space

summation for dipolar interaction.

GRID DIP K Number of points for tabulation of Ewald sum reciprocal space

summation for dipolar interaction.

R0 Lower cutoff rmin for tabulation in real space in units of σ.

K0 Lower cutoff kmin for tabulation in reciprocal space in units of 1/σ.
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INDIVIDUALS 5

ELITISM 2

GENERATIONS 50

REBOOT 200

MUTATIONRATE 0.05

MUTATIONRATE2 0.02

MUTATIONRATE3 0.02

MUTATIONRATE4 0.05

ROTATE_SIGMA 0.5

FITNESSPARAMETER 3

MOMENT_FREE 1

V_UC_FIXED 1

INITIAL_V_UC 2.0

WRITE_ANALYTICS 0

POTENTIAL_FORM 2

POTENTIAL_ALPHA 12.0

POTENTIAL_WALL 0.0

SIGMA 1.0

EPSILON 1.0

PARTICLES_1 4

PARTICLES_2 0

MOMENTUM_1 1.0

MOMENTUM_2 0.0

PRESSURE 0.0

FIELD 0.0

SLAB 0.3

STRETCH 15.0

OVERLAP 0.01

ACCURACY 1.0d1

RELAXATION_STEPS 2000

IPL_R_CUT 10.0

IPL_K_CUT 0.0

IPL_NU 0.0

DIP_R_CUT 7.0

DIP_K_CUT 12.0

DIP_NU 1.5

GRID_IPL_REAL 4e4

GRID_IPL_R 0

GRID_IPL_K 0

GRID_DIP_R 4e4

GRID_DIP_K 4e4

R0 0.5

K0 0.2
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B.2. Example Output File

The following output file shows the results of the run for the input file above.

particles (1,2), momentum (1,2), pressure, slab, stretch

4 0 1.00 0.00 0.00 0.300 51.00

lattice vectors

2.5057502174580844 0.0000000000000000 0.0000000000000000

2.39893835411015412E-006 2.4558897016035455 0.0000000000000000

-1.0719552546178548 -0.95638882570696582 15.300000000000001

kind, particle coordinates (fractional)

1 0.000015297347 0.761966840534 0.000000000000

1 0.000015483179 0.261966861441 0.000000000000

1 0.508403977713 0.519603170967 0.019607843137

1 0.508403662655 0.019603167213 0.019607843137

kind, particle coordinates

1 0.0000 0.0000 0.0000

1 -0.0000 -1.2279 0.0000

1 1.2529 -0.6140 0.3000

1 1.2529 -1.8419 0.3000

kind, dipole orientations (fractional)

1 1.57079566524 1.57079787641

1 1.57079563794 1.57079642418

1 1.57079580835 1.57079618060

1 1.57079576807 1.57079774934

kind, dipole orientations

1 0.0000 1.0000 -0.0000

1 0.0000 1.0000 -0.0000

1 0.0000 1.0000 0.0000

1 0.0000 1.0000 -0.0000

gfe, e (per base particle)

-0.90111371663839279 -0.90111371663839279

uc volume (per base particle), alignment, NN

0.46153846153846151 0.99999999999970757 6.0000000000000000

order parameters: psi4, psi6, psi8, psi12

0.27232342483954547 0.95226432518659376

9.27130365756480418E-002 0.81688080979930144
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It always seems impossible,

until it is done.

Nelson Mandela


