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The mean spherical approximation �MSA� can be solved semianalytically for the Gaussian core
model �GCM� and yields exactly the same expressions for the energy and the virial equations.
Taking advantage of this semianalytical framework, we apply the concept of the self-consistent
Ornstein-Zernike approximation �SCOZA� to the GCM: a state-dependent function K is introduced
in the MSA closure relation which is determined to enforce thermodynamic consistency between the
compressibility route and either the energy or virial route. Utilizing standard thermodynamic
relations this leads to two differential equations for the function K that have to be solved
numerically. Generalizing our concept we propose an integrodifferential-equation-based formulation
of the SCOZA which, although requiring a fully numerical solution, has the advantage that it is no
longer restricted to the availability of an analytic solution for a particular system. Rather it can be
used for an arbitrary potential and even in combination with other closure relations, such as a
modification of the hypernetted chain approximation. © 2006 American Institute of Physics.
�DOI: 10.1063/1.2167646�
I. INTRODUCTION

It is meanwhile well-known and widely documented that
conventional integral equation theories—such as the Percus-
Yevick �PY�, the hypernetted chain �HNC�, or the mean
spherical �MSA� approximation—are thermodynamically in-
consistent, which means that the various thermodynamic
routes to calculate the dimensionless equation of state lead to
significantly different results.1,2 Over the past decades con-
siderable effort has been devoted to the formulation of ther-
modynamically self-consistent liquid state theories, which, in
turn, have led to an improved description of the structural
and thermodynamic properties of liquids with harshly repul-
sive potentials. In the first generation of these concepts, such
as the Rogers-Young �RY�,3 the modified hypernetted chain
�MHNC�,4 or the Zerah-Hansen approach,5 simple functions
were introduced in the respective closure relations to the
Ornstein-Zernike �OZ� equation which use a pointwise ad-
justable but not explicitly state-dependent parameter to inter-
polate between the conventional closures. Since self-
consistency was enforced for each state point independent of
the neighboring ones, we shall call this approach locally self-
consistent. The concepts of the second generation of the
self-consistent liquid state theories were based on more so-
phisticated ideas: the self-consistent Ornstein-Zernike ap-
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proximation �SCOZA�6 introduced an explicitly state-
dependent function in the MSA closure relation to the OZ
equation in order to enforce thermodynamic self-consistency
between different thermodynamic routes; the hierarchical
reference theory �HRT�,7 on the other hand, successfully
merged ideas of microscopic liquid state theory and renor-
malization group concepts. In both these advanced liquid
state approaches thermodynamic consistency was enforced
in the entire space of system parameters, which we shall call
global self-consistency.

In recent years, increasing effort has been devoted to
investigations of the structural and thermodynamic proper-
ties of soft matter systems.8 The interactions in such systems
either diverge weakly or even remain finite �“bounded”� at
short distances, i.e., when particles overlap. These potentials
are commonly referred to as soft potentials. Initially, they
were investigated by means of conventional8 and, more re-
cently, by means of locally self-consistent integral-equation
theories.9,10 However, the advanced liquid state theories
mentioned above have not been generalized to systems with
soft potentials so far. The HRT concept, for instance, relies
on the known properties of a suitable reference system.
While for systems with strongly repulsive interactions the
hard-core �HC� liquid represents an obvious and very suc-
cessful choice, no such reference system can be identified for
liquids with soft potentials. We therefore have to rule out

HRT, at least for the time being.

© 2006 American Institute of Physics03-1
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On the other hand, applications of the SCOZA concept6

to liquid systems were up to now restricted to those cases
where the respective interactions can be expressed as a com-
bination of HC potentials with an adjacent linear combina-
tion of Yukawa tails �so-called hard-core Yukawa �HCY�
systems�.11 This restriction can be traced back to the fact that
the rather elaborate SCOZA formalism6 is intricately linked
to the availability of the analytic solution of the MSA for
such a system.12 From this point of view the obvious coun-
terpart of HCY systems in soft matter is the Gaussian core
model �GCM�.13 For this system the pair potential is given
by

��r� = � exp�− �r/��2� , �1�

where � is an energy parameter and � is a length parameter.
Within the framework of the MSA �in the case of soft

potentials sometimes also termed random phase approxima-
tion�, the structural and thermodynamic properties of the
GCM can to a large extent be expressed semianalytically.9,14

In this contribution we extend the SCOZA formalism to the
GCM.

The GCM can be interpreted as a simple model to de-
scribe soft matter. It has been pointed out that, for example,
the effective �coarse-grained� interaction between two iso-
lated nonintersecting polymer chains or dendritic macromol-
ecules can, to a very good approximation, be represented by
the GCM potential.15,16 In our effort to apply the concept of
global thermodynamic self-consistency to systems with soft
potentials, the GCM represents the ideal candidate. Based on
the analytic expressions given by the MSA for the energy
and the virial route of the GCM, it is possible to derive a
partial differential equation �PDE� for the state-dependent
function introduced in the closure relation of the SCOZA
which relates both density and temperature derivatives. Two
alternative ways to enforce thermodynamic consistency can
be formulated by using the virial and the compressibility
routes. On the one hand, this leads to an ordinary differential
equation �ODE� that can be solved for each isothermal line
independently. On the other hand, we propose an integrodif-
ferential equation �IDE� based formulation of the SCOZA,
which has to be solved fully numerically. This latter ap-
proach has the advantage that it can be used for an arbitrary
�soft� potential and in combination with closure relations
other than the MSA, such as, e.g., a HNC-based SCOZA
ansatz; thus, it is no longer restricted to systems where semi-
analytic solutions of liquid state theories are known.

The rest of the paper is organized as follows: in Sec. II
we revisit the MSA for the GCM, providing thus the basis
for the �semi�analytic formulation of the SCOZA. In Sec. III
we present the ideas of SCOZA and derive the two differen-
tial equations and the IDE that impose self-consistency and
in Sec. IV we present details about the numerical solution
strategies. Section V is devoted to a detailed discussion of
the SCOZA results and a comparison with Monte Carlo
�MC� simulation data. Finally, in Sec. VI we summarize and

draw our conclusions.
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II. MSA

For the GCM, semianalytic expressions for the static and
thermodynamic properties can be derived within the
MSA.9,14 Here we add a few details that have not been docu-
mented yet.

The MSA closure relation to the Ornstein-Zernike �OZ�
equation,

h�r� = c�r� + �� dr�h��r − r���c�r�� , �2�

where h�r� and c�r� are the total and the direct correlation
functions and � is the number density of the system, was
originally proposed for systems for which the pair potential
consists of a HC interaction with diameter � plus a tail that
can take different functional forms.1 For such potentials, the
MSA consists of an ansatz for c�r�,

c�r� = − ���r� for r � � , �3�

where �= �kBT�−1, T is the temperature, and kB Boltzmann’s
constant, along with the so-called core condition that ex-
presses the impenetrability of the particles,

g�r� = 0 for r � � . �4�

Here, g�r�=h�r�+1 is the radial distribution function �RDF�.
As soft potentials lack a hard core, Eq. �4� cannot be

applied anymore and the MSA reduces to

c�r� = − ���r� for all r . �5�

For the specific case of the GCM, where ��r� is a simple
Gaussian, this immediately leads to an analytic expression
for the static structure factor, S�q�,

S�q� = �1 − �ĉ�q��−1 =
1

1 + � exp�− �q2�2/4��
, �6�

where the hat denotes a Fourier transform, q is the wave
vector, and �=�3/2��3��. For the RDF we find

g�r� = 1 −
�

�

1

8�3 � dqe−iqr 1

eq2�2/4 + �
; �7�

in particular,

g�0� = 1 +
��

�
Li3/2�− �� . �8�

Here, Lin�x� is the polylogarithm of order n which is dis-
cussed in detail in the Appendix.

Furthermore, the thermodynamic properties of the GCM
can be calculated semianalytically using one of the usual
three thermodynamic routes.1 The results for the dimension-
less equation of state, �P /�, where P is the pressure, ob-
tained via the compressibility route �C�,

��P

�
�C

= 1 +
1

2
� , �9�
and the virial route �V�,
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��P

�
�V

= 1 +
1

2
� − ��	��� , �10�

where

	��� =
1

2�
�Li3/2�− �� − Li1/2�− ��� , �11�

have already been reported in Refs. 9 and 14.
The energy route �E� has not been considered in the

literature so far. To obtain ��P /��E we first calculate the
excess �over ideal gas� internal energy per particle, Uex/N,

�Uex

N
= 2����

0




dr��r�g�r�r2 =
�

2
−

��

2�
�� + Li3/2�− ��� ,

�12�

from which we obtain the excess free energy per particle,
Fex/N,

�Fex

N
= �

0

�

d��
Uex���,��

N
=

�

2
−

��

2�
�� + Li5/2�− ��� ,

�13�

and, finally, the equation of state,

��P

�
�E

= 1 + �
�

��
��Fex

N
� = 1 +

1

2
� − ��	��� . �14�

Thus we find that virial �10� and energy routes �14� lead
exactly to the same expressions for the dimensionless equa-
tion of state.

III. SCOZA

The original formulation of the SCOZA for HC systems6

is based on the MSA. It enforces the RDF to vanish inside
the core and for distances larger than the core diameter sets
the direct correlation function proportional to the potential;
the proportionality factor contains a state-dependent function
that imposes thermodynamic consistency. Following the
same scheme used to generalize the MSA to soft potentials
�see Sec. II�, we modify the original SCOZA ansatz,

c�r� = �Ki��,����r� for all r; i = EC or VC, �15�

where Ki�� ,�� are as yet undetermined, state-dependent
functions and the subscripts EC and VC specify which routes
are used to enforce thermodynamic self-consistency. For
those formulas common to both cases, the subscript i will be
used. As the MSA is recovered for Ki�� ,��	−1, the present
formulation of the SCOZA takes advantage of the availabil-
ity of the semianalytic solution of the MSA for the GCM
presented in the preceding subsection.

Thus, closed expressions can be derived for the thermo-
dynamic properties within the SCOZA. To simplify the no-
tation we introduce a function �̃i�� ,��=�3/2��3��Ki�� ,��
=�Ki�� ,��, which is explicitly state dependent, but for sim-
plicity we suppress the arguments of �̃i in the following.

According to the compressibility route the density de-

rivative of the equation of state is given by
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��red
C �−1 = ��kBT�T

C�−1 = 1 − �ĉ�0� = 1 − �̃i, �16�

where �T
C is the isothermal compressibility and the reduced

isothermal compressibility �red
C is the zero wave-vector value

of the structure factor S�q�.
Furthermore, following the virial route one finds the fol-

lowing expression for the dimensionless equation of state:

��P

�
�V

= 1 −
2�

3
��

0




drr3d���r�
dr

g�r�

= 1 +
1

2
� −

��

2�̃i

�Li5/2��̃i� − Li3/2��̃i�� . �17�

Finally, according to the energy route the dimensionless ex-
cess energy per particle is given by

�Uex

N
=

1

2
� +

��

2�̃i

�Li3/2��̃i� − �̃i� . �18�

The thermodynamic inconsistency can be removed either via
the energy/compressibility or via the virial/compressibility
route; both possibilities will be considered in the following
subsections.

A. Energy and compressibility route

To enforce thermodynamic consistency between the en-
ergy and compressibility route we utilize the variant of the
SCOZA formalism proposed in Refs. 17 and 18 which
brought along a breakthrough of this concept for systems
with repulsive potentials. Historically seen, this represents
the conventional approach to SCOZA. It is based on replac-
ing the differential equation for KEC�� ,�� by one for the
excess energy density u=Uex/V. To this end, we consider the
following thermodynamic relation �see, e.g., Ref. 19�:

�

��
� 1

�red
E � = �

�2u

��2 . �19�

Expressing at constant density �red
E as a function of u, the

left-hand side can be rewritten as

�

��
� 1

�red
E �u�

� =
�

�u
� 1

�red
E �u�

� �u

��
, �20�

so that finally Eq. �19� becomes

�u

��
= 
 �

�u
� 1

�red
E �u�

��−1

�
�2u

��2 . �21�

This relation contains derivatives with respect to both � and
� and is a PDE of the diffusion type. However, the diffusiv-
ity, D�� ,��= ��� /�u���1/�red�u���−1, is state dependent20 and
turns out to be negative. �red�u� is now identified with the

expression obtained by the compressibility route �16�,
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��red
C �u��−1 = 1 − �̃EC, �22�

where KEC�u� is determined by inverting the result of the
energy route,

u =
�

�
�1

2
� +

��

2�̃EC

�Li3/2��̃EC� − �̃EC�
 . �23�

B. Virial and compressibility route

As an alternative to the approach presented in the pre-
ceding subsection, we can calculate the compressibility via
the virial route, �T

V, which is achieved by differentiating Eq.
�17� with respect to �,
differentiating the standard virial equation of state, is
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� ��P

��
�V

= 1 + � −
1

2�3�3/2KVC��,��2

��KVC��,��
�

�Li3/2��̃VC� − Li1/2��̃VC��

+
�KVC��,��

��
�2Li3/2��̃VC� − Li5/2��̃VC�

− Li1/2��̃VC��
 . �24�

Equating this result with the compressibility as obtained via
the compressibility route �16� leads to the following ODE for
the unknown function K �� ,��:
VC
�KVC��,��
��

=
KVC��,���2�3���2�6KVC��,���KVC��,�� + 1� − �Li3/2��̃VC� − Li1/2��̃VC���

��2Li3/2��̃VC� − Li5/2��̃VC� − Li1/2��̃VC��
. �25�
Note that this ODE can be solved for each isothermal line
separately.

Analyzing the ODE, we note that the right-hand side
�RHS� of Eq. �25� contains two singularities. Obviously the
denominator vanishes for �→0, but expanding numerator
and denominator around �=0, we find that

KVC�� = 0;�� = −
4�2

4�2 + ��
. �26�

Furthermore, the denominator also vanishes at �̃VC= �̃VC,0

�−7.7982. This, however, turns out to be a removable sin-
gularity which can be treated by appropriate means �see
Sec. IV B�.

C. Integrodifferential equation approach

So far, in deducing both the SCOZA-ODE �25� and PDE
�21�, we have taken advantage of the availability of the semi-
analytic framework provided by the MSA for the properties
of the GCM. Unfortunately, this represents a rather singular
exception. In order to eliminate the restrictions resulting
from this fact one may ask whether the SCOZA concept may
be formulated for the general case, i.e., when a semianalytic
solution to the MSA is not at hand. This is indeed possible as
we show in the following: let us assume a SCOZA-type clo-
sure relation, i.e.,

c�r� = �K̄��r� for all r . �27�

Once K̄ is specified, this leads in combination with the OZ
equation directly to the radial distribution function g�r�
=g�r ;� ,� ; K̄�, which is thus also a function of K̄. If we

assume K̄ to be explicitly state dependent, i.e., K̄= K̄�� ,��,
the compressibility as determined by the virial route, i.e.,
��kBT�T
V�−1 = 1 −

4�

3
��

0




drr3d���r�
dr

g�r;�,�;K̄�

−
2�

3
�2�

0




drr3d���r�
dr

�g�r;�,�;K̄�
��

−
2�

3
�2�K̄

��
�

0




drr3d���r�
dr

�g�r;�,�;K̄�

�K̄
.

�28�

Thermodynamic self-consistency between the virial and the
compressibility route is now enforced by choosing the mix-

ing parameter K̄ such that �T
C is equal to �T

V, i.e., by finding at
fixed temperature T a root of the function,

f�K̄� = �T
C − �T

V. �29�

Here, derivatives with respect to � and K̄ have to be calcu-
lated numerically �see below�.

It was exactly this idea that was realized in previous
applications of parametrized closure relations such as RY,3

HMSA,5 or MHNC.4 There, however, consistency was then
achieved only locally, i.e., considering each state point in

isolation and neglecting thus the density dependence of K̄.

This corresponds to setting �K̄ /��=0 and dropping the last
term in Eq. �28�. In the present approach, in contrast, since

we consider K̄ to be explicitly state dependent, this term is
retained. Thus, the consistency criterion involves not only
isolated state points but also via the density derivative nearby
state points; therefore we have chosen to call the criterion a
global one. The quantitative difference between the local and

the global approaches will be discussed below.
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D. HNC-based SCOZA

The above approach to thermodynamic consistency rep-
resents an IDE-based reformulation of the SCOZA; it is not
only entirely independent of the semianalytic solution pro-
vided by the MSA for the GCM and thus becomes com-
pletely general in the sense that in this formulation self-
consistency can now be enforced for systems with arbitrary
�soft� potentials and in combination with other, parametrized
closure relations.

To demonstrate the power of this idea we introduce a
HNC-based SCOZA �for clarity we will refer to the SCOZA
approaches introduced above as “MSA-based SCOZA”�.
This particular choice is motivated by the fact that the HNC
has been found to work very well for the GCM and other soft
potentials.9,14 For the closure relation of our HNC-based
SCOZA we propose

g�r� = exp��K̄HNC��,����r� + h�r� − c�r�� , �30�

where the unknown, state-dependent function K̄HNC�� ,�� is
determined such as to make the right-hand side �RHS� of the
consistency requirement �29�, i.e., the equality between the
compressibility and the virial route, vanish. Numerically, this

is achieved by solving Eq. �28�, where g�r ;� ,� ; K̄HNC� is
now obtained from the solution of the OZ equation along
with the closure relation �30�.

IV. NUMERICAL SOLUTION OF THE SCOZA
AND COMPUTER SIMULATIONS

A. PDE approach

From the numerical point of view, solving the diffusion-
type SCOZA-PDE �21� is a delicate task, as we have to face
the problem of a state-dependent diffusivity D�� ,��. Since
this quantity is even negative, not only the solution to the
PDE but any numerical error incurred in obtaining it may be
expected to grow exponentially. Among other things, small
errors made in the formulation of the boundary conditions
and the inversion of the highly nonlinear relation �23� to
determine D�� ,�� will eventually get dominant. Together,
these difficulties make it practically impossible to reliably
solve this PDE. Reversing the direction in which the PDE is
solved would represent a solution to this problem, unfortu-
nately, the initial condition for ��=
 is not known.

B. ODE approach

The SCOZA-ODE �25�, on the other hand, has the at-
tractive feature that it can be solved for each isothermal line
independently and represents thus a fast route to determine
KVC�� ,��. We have used an implicit fourth-order Runge-
Kutta algorithm21 to solve this ODE numerically. This works
generally very well except for those state points where the
expression in the square brackets of the denominator of the
RHS of Eq. �25� vanishes. A closer analysis shows that this
singularity at �̃VC= �̃VC,0 is removable, since both numerator
and denominator vanish simultaneously. In fact, splitting the
density range in two regions, depending on whether �̃VC is
smaller or larger than �̃VC,0, and integrating the ODE “for-

ward” �starting at �=0 with initial value �26�� in the former
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and “backward” �from a sufficiently high density so that
KVC=−1� in the latter, we were able to smoothly join the
partial solutions at �̃VC= �̃VC,0 and thus to obtain KVC�� ,��
over the entire density range. We point out that reliable so-
lutions of this ODE can only be obtained if an efficient and
accurate evaluation of the polylogarithm is guaranteed �see
Appendix�.

Alternatively, we have also solved this ODE with MATH-

EMATICA using a Livermore solver for ordinary differential
equations with automatic method switching �LSODA�.22 The
polylogarithms encountered in the RHS of Eq. �25� are
evaluated in MATHEMATICA with high accuracy �for details
see Ref. 22�. Altough the differential-equation-solver pack-
age is not able to deal properly with the removable singular-
ity noted above and breaks down for �̃VC� �̃VC,0, outside
this small range, MATHEMATICA provides quasiexact refer-
ence data for the function KVC�� ,��.

C. IDE approach

The IDE-based formulation of the SCOZA, i.e., Eq. �29�
along with �28�, has been solved iteratively using both the
MSA-based �27� and the HNC-based closure �30�. We intro-
duce a density grid �with spacing 
�� and assume a starting

value K̄=−1. We solve the OZ equation with the appropriate
closure relation using standard integral-equation solver algo-
rithms for a given state point �i.e., we fix � and �� and the
neighboring density values �i.e., for �±
��. Thus, the de-
rivatives in the RHS of Eq. �28� can be calculated numeri-

cally. Due to the appearance of the derivative �K̄ /��, Eq.

�28� has to be solved iteratively and leads then to K̄�� ,�� for
the entire density range considered. As a consequence of the
iterative and purely numerical character of the solution strat-
egy, this approach is more time consuming than the solution
of the ODE �25�.

D. Monte Carlo simulations

To test the reliability of our integral equation results we
have generated reference data for the GCM by means of
standard MC simulations in the canonical ensemble. For
each thermodynamic state considered, we started from a ran-
dom configuration of N=1000 particles. The system was at
first allowed to equilibrate for 10 000 sweeps, where a sweep
consists of N trial moves, i.e., on average each particle has
been subjected to a trial move once. After that, we have
carried out production runs of another 150-300 000 sweeps
to calculate the desired ensemble averages.

V. RESULTS

As a solution to the PDE approach could not be ob-
tained, we concentrate our discussions on the results of the
ODE and the IDE, which represent equivalent approaches
and thus are expected to lead to the same result. We start by
specifying the range in �� ,�� space where the MSA and the
SCOZA provide unphysical results, i.e., where g�r� is nega-
tive �see Fig. 1�. While this failure of the MSA was briefly

addressed in Ref. 14, we think that a more quantitative
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analysis is in order, since similar problems might be encoun-
tered in applications of the MSA �and of related concepts� to
other systems with soft potentials. In fact, also for the
SCOZA unphysical results can be obtained for certain sys-
tem parameter combinations. For the MSA the limits of this
range of unphysical behaviour are easily determined via Eq.
�8�, and for the SCOZA they are found from the equivalent,
generalized expression �i.e., replacing � by �̃VC�. Results are
shown in Fig. 1, indicating that at low temperatures the MSA
and the SCOZA both become unphysical if the density is
reduced below some threshold density �=����. It is inter-
esting to note that similar problems of unphysical solutions
and thus restricted applicability have also been reported for
other self-consistent schemes, such as the RY or the zero-
separation concepts, in combination with the GCM.9

Detailed numerical investigations have shown that—as
expected—the solution to the ODE provides the same results
as the one from the IDE. Thus, we present the state-

dependent function KVC�� ,��	 K̄�� ,�� as obtained from

FIG. 1. Region in the density-temperature space, where the MSA and the
MSA-based SCOZA provide unphysical results, i.e., the RDF g�r� attains
negative values.
Downloaded 15 Feb 2006 to 128.131.48.66. Redistribution subject to
the solution of the SCOZA-PDE �25� �and the IDE approach
to the MSA-based SCOZA closure �27�, respectively� in Fig.
2 in a representative part of the parameter space. Bearing in

mind that the MSA is recovered for K̄�� ,��	−1, we ob-
serve that this function differs substantially from this value at
low densities �with a pronounced temperature dependence�,
thus indicating those regions where the MSA is thermody-
namically inconsistent. At high densities we confirm earlier
results reported in Refs. 9 and 14, which have stated that in
this regime the MSA becomes exact and thus self-consistent.
While in Ref. 14 this conclusion was based on an analysis of
the large density behavior of the function 	 as defined in Eq.
�11�, our argumentation follows directly from a visual in-

spection of the function K̄�� ,��.
Taking into consideration that the virial and the energy

routes coincide within the MSA, an open question that re-
mains is whether this also holds for SCOZA. To this end, we
take KVC�� ,�� as obtained from the ODE �25� and insert it
into Eq. �21�. We find that this relation is numerically ful-
filled very accurately. This can be seen as an indication that
KVC�� ,�� imposes thermodynamic consistency even be-
tween all three thermodynamic routes. However, this cannot
be proved analytically.

For the HNC-based SCOZA, the corresponding function,

K̄HNC�� ,�� is shown in Fig. 3. Taking the deviation of this
function from −1 as a measure of the thermodynamic incon-
sistency of the simple HNC approach �similar to the case of
the MSA�, we observe that the HNC is to a large degree
self-consistent. It is only at small densities and low tempera-

tures that K̄HNC�� ,�� slightly deviates from −1. This large
degree of thermodynamic self-consistency of the HNC for
systems with bounded potentials was already observed for
selected state points in Refs. 9 and 14, but was never dem-
onstrated on a quantitative level for a wider range of system
parameters.

We conclude our discussion of the thermodynamic self-
consistency of the MSA-based and the HNC-based SCOZA

FIG. 2. KVC�� ,��	 K̄�� ,�� as ob-
tained from the solution of the
SCOZA-PDE �25� �and the IDE ap-
proach to the MSA-based SCOZA clo-
sure �27�, respectively� over a repre-
sentative range of ��3 and ��. Note
that �� is the inverse reduced tem-
perature, i.e., high values of �� corre-
spond to low temperatures.
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concepts by a direct comparison between local and global

self-consistency, as defined in Sec. III C. Let K̄g�� ,�� denote

the explicitly state-dependent function K̄�� ,��, as introduced
to enforce thermodynamic self-consistency in the IDE for-
mulation of the �MSA- or HNC-based� SCOZA �see Sec.
III C�; thus, the subscript g stands for global self-
consistency. On the other hand, if the last term in Eq. �28� is
neglected thermodynamic self-consistency is only enforced
for a single, isolated state point and in this case we denote

the function by K̄l�� ,�� �local self-consistency�. In Fig. 4 we
show the relative difference between these functions for the
MSA-based SCOZA and we observe that it amounts to a few
percent only for small densities, even down to intermediate
temperatures. Figure 5 shows the same function for the
HNC-based SCOZA. Here, the differences become notice-
able only at small densities and low temperatures. Thus, over
Downloaded 15 Feb 2006 to 128.131.48.66. Redistribution subject to
a large parameter range local consistency is in both cases
already a good substitute for global consistency.

We now turn to the structural properties of the GCM by
comparing the RDFs for two different thermodynamic states.
In Fig. 6, we have chosen a state point close to the boundary
where the MSA-based SCOZA becomes unphysical �see Fig.
1�. We observe that compared to the MC reference data, the
MSA-based SCOZA does bring along a slight improvement
over the MSA. On the other hand, the results provided by the
HNC and the HNC-based SCOZA both reproduce the MC
data perfectly. Figure 7 shows the RDF for the GCM at a low
temperature and low density. Here, we are in the regime
where both the MSA and the MSA-based SCOZA provide
unphysical results. We see that while the conventional HNC
results already reproduce the MC data rather well, the HNC-
based SCOZA leads to a perfect agreement with the simula-

FIG. 3. K̄HNC�� ,�� as obtained from
the solution of the IDE approach to the
HNC-based SCOZA closure �30� over
a representative range of ��3 and ��.
Note that, in an effort to enhance the
visibility of the data, the viewpoint is
now different from the one in Fig. 2.

FIG. 4. Relative difference between

the functions K̄g and K̄l �as defined in
the text� over a representative range of
��3 and ��.
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tions. We conclude, that although the MSA-based SCOZA
for the GCM does not bring along the same improvement for
the structural properties as documented for HCY systems, the
concept of self-consistency by itself proves to be of great
value when used with a closure better adapted to bounded
potentials, i.e., a HNC-based closure.

Finally, we conclude this section by examining thermo-
dynamic properties and present the results for the dimension-
less equation of state, �P /�, for two different temperatures,
i.e., kBT /�=10 �see Fig. 8� and kBT /�=0.1 �see Figs. 9 and
10�. For kBT /�=10, we find that the SCOZA results coincide
with high accuracy with the MC data. For kBT /�=0.1 we
observe �Fig. 9� that the MSA-based SCOZA provides data
that are obviously very close to those obtained by simula-
tions, while the HNC-based SCOZA data fit them perfectly.
A more thorough comparison, including this time also other
liquid state theories, such as the MSA, the Percus-Yevick
�PY�, or the HNC approximations,1 is displayed on an en-

FIG. 5. Relative difference between the functions K̄HNC,g and K̄HNC,l �as defi
to enhance the visibility of the data, the viewpoint is now different from th

FIG. 6. RDF g�r� for the GCM for ��=1.1 and ��3=0.04. Note that the

HNC and the HNC-based SCOZA curves coincide within line thickness.

Downloaded 15 Feb 2006 to 128.131.48.66. Redistribution subject to
larged scale in Fig. 10. We observe that in addition also the
virial route of the PY and of the HNC �as expected9,14� nicely
reproduce the MC data; however, while the SCOZA is self-
consistent, this is not the case for the conventional closure
relations HNC and PY: their respective compressibility data
sometimes differ distinctively from their virial and/or energy
results.

Thus we can conclude that the general concept of the
SCOZA does bring along an improvement over conventional
liquid state theories for a thermodynamically consistent de-
scription of the properties of the GCM, in particular, if used
in combination with a modification of the HNC closure. It is
especially remarkable that also the structural properties are
enhanced, even though the SCOZA scheme only enforces
self-consistency for the thermodynamic properties.

VI. CONCLUSION

Motivated by the success of the SCOZA to describe the
properties of HC systems, we have made first steps to extend

the text� over a representative range of �� and ��3. Note that, in an effort
in Fig. 4.

3

ned in
e one
FIG. 7. RDF g�r� for the GCM for ��=10 and �� =0.14.

 AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



064503-9 Theories for liquids with bounded potentials J. Chem. Phys. 124, 064503 �2006�
this concept to systems with soft potentials. The fact that the
MSA can be solved semianalytically for the GCM makes this
system an ideal candidate for a first application of the
SCOZA. Due to the fact that energy and virial route happen
to yield exactly the same result for the GCM within the MSA
�and possibly also for other closure relations�, we proposed
two ways of imposing thermodynamic consistency, i.e., via
the energy and the compressibility route or the virial and the
compressibility route. Introducing a state-dependent function
K�� ,�� in the MSA closure, we were able to derive three
different approaches, namely, a PDE, an ODE, and an IDE,
that enforce thermodynamic self-consistency. While both the
ODE and PDE rely on the analytic solution provided by the
MSA for this particular system, the IDE formulation is com-
pletely independent of this framework and can be applied for
arbitrary systems and in combination with any closure rela-
tion. It remains to be verified whether the IDE approach is
also applicable to systems with HC potentials.

While it was not possible to obtain results for the PDE
approach, the two formulations that impose self-consistency

FIG. 8. �P /� as a function of ��3 for the GCM for kBT /�=10. The results
of the SCOZA and the HNC-based SCOZA coincide. Both SCOZA ap-
proaches provide physical data for the RDF �i.e., g�r��0� over the entire
density range.

FIG. 9. �P /� as a function of ��3 for the GCM for kBT /�=0.1. Note that
the MSA-based SCOZA provides unphysical results for the RDF �i.e.,

3
g�0��0� for �� �1.27.

Downloaded 15 Feb 2006 to 128.131.48.66. Redistribution subject to
between the virial and the compressibility route provide re-

sults for K�� ,�� and K̄�� ,�� that are equivalent within nu-
merical accuracy. In contrast to systems with harshly repul-
sive potentials the improvement of the MSA-based SCOZA
approach over the MSA data is less spectacular. While it
coincides with the MSA results in the limiting case of high
densities where the MSA is already self-consistent, the
�MSA-based� SCOZA represents a substantial improvement
at small densities and low temperatures where the thermody-
namic inconsistency of the MSA is more pronounced. Re-
placing the conventional SCOZA relation by a HNC-type
closure that contains an analogous state-dependent function

K̄HNC�� ,��, we are able to improve the HNC data for the
structural as well as for the thermodynamic properties of the
system. With this generalized approach we have not only
demonstrated the flexibility and power of the IDE approach
but have also proposed what may turn out to become a reli-
able liquid state theory for systems with bounded potentials.
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APPENDIX: THE POLYLOGARITHM

The polylogarithm of order n, Lin�z�, also known as Jon-
quière’s function,23 is a complex-valued function of complex

FIG. 10. Same as Fig. 9, showing an enlarged view of a limited ��3 range.
Lines and symbols as labeled.
argument z, defined by
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Lin�z� =
z

��n��0




dt
tn−1

et − z
, �A1�

where n is a positive, real parameter. If z�R \ �1,
�, then the
polylogarithm is real valued.24 For �z��1 the polylogarithm
can be evaluated as a power series,

Lin�z� = �
k=1



zk

kn . �A2�

A relation that turned out to be useful for the present appli-
cation is

d

dz
Lin�z� =

1

z
Lin−1�z� . �A3�

A detailed list of additional, helpful relations for this func-
tion can be found in Ref. 25.

The polylogarithm was introduced in Ref. 14 to calculate
the thermodynamic properties of the GCM within the MSA
where, obviously, expression �A2� was used throughout; this
was done even though there was no guarantee that for certain
state points the modulus of the respective arguments �z� does
not exceed 1, violating thus the condition for the validity of
Eq. �A2�. Since this function plays a central role in the for-
malism of the MSA and the SCOZA �see Secs. II and III�, a
reliable evaluation of Lin�z� for arbitrary argument z is indis-
pensable for a successful solution of the SCOZA-ODE and
PDE. We therefore provide in the following a more detailed
presentation of evaluation schemes and indicate how this
function can be calculated in an accurate and efficient way
for arbitrary argument z.

In its evaluation of Lin�z�, the MATHEMATICA software
relies on Euler-MacLaurin summation, expansions in terms
of incomplete Gamma functions, and numerical quadrature.22

Efficient and accurate C-or FORTRAN-based implementations,
on the other hand, are more difficult to find. First attempts to
evaluate Eq. �A1� directly by various numerical integration
schemes turned out to be either too time consuming or did
not provide results of sufficient accuracy. Finally, we found
that the following functional relation between the polyloga-
rithm and the complete Fermi-Dirac function, Fn�z�,

Fn�z� =
1

��n + 1��0




dt
tn

et−z + 1
= − Lin+1�− ez� , �A4�

along with the accurate and efficient implementation of Fn�z�
via series and asymptotic expansions in combination with
Downloaded 15 Feb 2006 to 128.131.48.66. Redistribution subject to
Chebyshev fits, as implemented in the GNU Scientific
Library,26 provided the desired results, which finally brought
the solution of the SCOZA differential equations within
reach.
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