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We have exposed a two-dimensional nanodrop of particles interacting via an ultrasoft (i.e., bounded),
purely repulsive potential to a combined thermo- and barostat. While increasing the pressure steadily
via a suitable pressure increment the temperature of the system is kept at a fixed target temperature.
Once the hexagonal crystal composed of clusters of overlapping particles has formed, we investi-
gate the system’s reaction on the non-equilibrium conditions. Recording the trajectories of the par-
ticles in molecular dynamics simulations, we can identify how particle hopping and cluster merging
events are realized. We find that the number of particles involved in these processes is of compa-
rable size and that under-populated clusters (with ∼70% of the average cluster size) are prone for
merging processes. Theoretical predictions about the density-dependence of the average cluster size
and of the nearest cluster-distance are confirmed within good accuracy. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4896055]

I. INTRODUCTION

In the past decade, systems consisting of ultrasoft parti-
cles have attracted a steadily increasing attention in the field
of soft matter physics as they are considered as promising
model systems for coarse-grained neutral1–5 and charged6–8

macromolecules. Ultrasoft particles exhibit a vastly different
behavior than their classical, hard-core counterparts, for in-
stance Lennard-Jones particles, as their mutual interaction is
bounded and usually purely repulsive. Under certain condi-
tions (see further below), such ultrasoft particles are able to
form stable aggregates (clusters) of overlapping particles.9 At
low densities, these clusters form together with isolated par-
ticles a disordered liquid state.10 However, as the density is
increased and/or the temperature is lowered, the system un-
dergoes a first order phase transition into ordered structures –
so-called cluster crystals10–15 – where the lattice positions are
populated by clusters of overlapping particles. Although the
formation of stable aggregates of mutually repelling particles
might seem counter-intuitive at first sight, the general princi-
ples of this phenomenon are meanwhile well understood:12–14

it has been demonstrated in Ref. 16 that this type of cluster-
ing occurs due to a Kirkwood instability when the interaction
potential between ultrasoft particles assumes negative values
in Fourier space.

Monomer-based computer simulations have provided un-
ambiguous evidence that such ultrasoft potentials provide
a realistic coarse-grained description of the effective inter-
actions between certain macromolecules, for example, am-
phiphilic dendrimers.17 In this case, the dendrimers self-
assemble into clusters of overlapping molecules in an effort

a)Electronic mail: marta.montes.saralegui@tuwien.ac.at
b)Electronic mail: arashn@princeton.edu

to minimize the contact between the solvophobic core and the
solvent. In simulations based on monomeric-models it was
shown (i) that these particles are indeed able to form in the
disordered, fluid phase aggregates of overlapping particles18

and (ii) that the ordered cluster phases formed by these den-
drimers are mechanically stable.19

So far, the static properties of ultrasoft cluster-forming
systems have been studied extensively, providing evidence
that they show several unexpected and intriguing features
as compared to their hard matter counterparts. In contrast,
only little is known about the response of these systems to
external fields such as pressure or mechanical shear.20 The
present contribution is dedicated to a detailed, simulation-
based study on how cluster crystals react on an externally
applied pressure. Our investigations are motivated by the
fact that previous studies on the equilibrium properties have
provided evidence that cluster crystals exhibit a highly un-
usual response to compression, due to the inherent softness
of the constituent particles: increasing the density in clus-
ter crystals does not induce a decrease in the lattice con-
stant (as one would intuitively expect), but instead leads to
a linear increase in the average occupation number per lattice
site.10, 12, 13 The redistribution of particles is realized via two
key processes, namely, particle hopping and cluster merging.
Particle hopping is a characteristic transport mechanism in
cluster forming systems,21–23 where particle jumps extending
over multiple lattice site are commonplace (both in- and out-
of-equilibrium). In contrast, merging of clusters essentially
never occurs under equilibrium conditions due to the high
energy barriers that separate adjacent clusters in the crystal.
Under these conditions merging of two clusters would be an
energetically highly unfavorable process. This novel response
to compression is unique for ultrasoft clustering systems, set-
ting them apart from conventional hard matter crystals, which

0021-9606/2014/141(12)/124908/8/$30.00 © 2014 AIP Publishing LLC141, 124908-1
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can react to pressure only through the shrinking of the lattice
constant.

In an effort to understand the interplay between hopping
and merging events we have investigated a system of ultra-
soft, cluster-forming particles; their interaction will be speci-
fied in Sec. II. For computational reasons and in an effort to
enhance the transparency of the processes we have restricted
ourselves to a two-dimensional nanodrop where the clusters
form a regular, hexagonal lattice. The motivation to study a
finite system instead of a bulk crystal lies on our initial hy-
pothesis that the merging events will occur close to the sur-
face in contact with the pressure bath. In an effort to study
these effects we have realized NPT conditions by bringing the
system into contact with an external combined pressure- and
temperature-bath, formed by ideal gas particles.24, 25 The pres-
sure (Pt) and temperature (Tt) of the barostat and thermostat
are controlled via the number of ideal gas particles and their
velocities, respectively. Pressure and temperature are trans-
ferred from this reservoir to the nanocrystal through a repul-
sive cross-interaction. The trajectories of all particles involved
are calculated in standard molecular dynamics simulations.
The pressure is increased repeatedly in steps of �P at fixed Tt,
thereby temporarily inducing non-equilibrium conditions un-
der which both hopping and merging processes can occur. In
these time-windows the particle trajectories are recorded for
the subsequent analysis: by identifying hopping and merging
events along compression experiments (carried out for differ-
ent target temperatures and pressure increments) we are able
to shed more light into their complex interplay.

The remainder of this manuscript is organized as follows:
in Sec. II we present the model system, and provide a brief
summary of our simulation scheme. A detailed discussion of
the results is then given in Sec. III. The manuscript is con-
cluded with a summary and an outlook. A description of the
data analysis scheme can be found in the Appendix.

II. MODEL AND SIMULATION METHOD

We consider a two-dimensional system of N ultrasoft par-
ticles, which interact via the GEM4 potential,

�(r) = ε exp[−(r/σ )4]. (1)

In this expression, σ and ε are length- and energy-
parameters, respectively, which will be used henceforward as
respective units. In addition, we used the following reduced,
dimensionless quantities: the number-density ρ* = ρσ 2, tem-
perature T* = kBT/ε (kB being the Boltzmann constant), pres-
sure P* = Pε/(kBσ 2), and time t∗ = σ

√
m/ε (m being the

mass of the particles). In what follows, we will drop the aster-
isks for the sake of simplicity. For most of our investigations
(and if not otherwise stated) we have considered ensembles
of N = 6144 particles. We have tested our simulations for
finite-size effects by conducting additional runs at selected
state points for N = 20 736 and N = 2816, and were not able
to observe any impact on our results.

NPT-conditions are achieved by coupling the GEM4 par-
ticles to a combined pressure- and heat-bath, which is explic-
itly modeled by Ng ideal gas particles. These particles do not
exhibit any self-interaction (hence “ideal”), but interact only

with the GEM4 particles via an inverse power potential,

�(r) =
(σb

r

)12
. (2)

We set the parameter σ b to σ , guaranteeing thereby that
the ideal gas particles do not penetrate into the region occu-
pied by the GEM4 particles. A cut-off radius of Rc = 2σ b
has been introduced; beyond this cut-off radius this cross-
interaction vanishes. Since the equation of state of the ideal
gas particles is known exactly, we can accurately control the
pressure and temperature of the enclosed cluster-forming sys-
tem by varying the number of gas particles, Ng, and their ve-
locities (see Refs. 24 and 25 for a more detailed discussion).

Similar as in preceding applications of this technique,24

we have replaced the original, complex-shaped minimum vol-
ume for the ideal gas particles (given by those particle posi-
tions that lie within Rc of each GEM4 particle) by a more gen-
erous volume, built up by quadratic cells of length 2σ due to
computational considerations. Outside this volume, ideal gas
particles are not represented explicitly anymore, but the infi-
nite extension of the pressure- and heat-bath is modeled by
a flow of particles through the boundary surface: the number
of particles entering the system and the distribution of their
velocities are properly derived from the equation of state.24

Figure 1 shows a typical snapshot of the total system (ultra-
soft particles and ideal gas particle reservoir), where GEM4
particles have already formed an ordered cluster phase.

The trajectories of both particle species have been eval-
uated by standard molecular dynamics simulations, using a
velocity-Verlet integration scheme with a time-increment of
δt = 0.002t. Configurations were saved every 1000 time
steps, i.e., every 2t. Compression of the system is achieved
by repeatedly increasing the imposed pressure by an incre-
ment, �P. After each step, we let the system relax to reach
the desired target temperature Tt. We consider the system in

FIG. 1. Simulation snapshot of a system consisting of 6144 GEM4 particles
(red) which is in contact with a combined barostat and thermostat comprised
of ideal gas particles (grey). The square lattice in the outer region defines the
underlying cell structure of the ideal gas reservoir (see text).
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FIG. 2. Pressure vs. time during typical compression processes, where pres-
sure increments of �P = 10 (curve labelled as 1) and �P = 1 (curve labelled
as 2) have been applied. The corresponding target temperatures are indicated
in the upper right corners of the panels. In addition, typical snapshots of the
GEM4 particles are shown for selected pressure values: grey dots represent
particles from the combined pressure- and temperature bath; GEM4 particles
are color coded according to the value of the order parameter �6 defined in
Eq. (3).27

equilibrium when the temperature measured in the GEM4
population, Tm, lies within an interval [Tt − �T, Tt + �T],
with �T/Tt = 1%. Then the system is simulated at equilibrium
over a time window tw = 500 t , i.e., 250 000 simulation steps,
during which the system properties are recorded. This proce-
dure is then repeated until the desired pressure range has been
covered. Typical snapshots along compression processes are
shown in Figure 2, where we typically required Ng ∼ 33 000
for P = 40 and Ng ∼ 85 000 for P = 130 for a system con-
taining N = 6144 GEM4 particles (in both cases Tt = 0.3).

III. RESULTS

We have performed compression experiments for the sys-
tems specified in Sec. II at representative target temperatures,
namely, for Tt = 0.3, 0.4, 0.5, 0.6, and 0.7. Here, we applied
different pressure increments, i.e. �P = 1, 5, 10, and 25, to
analyze the effect of compression strength. In the following
we focus on results obtained for the target temperatures Tt
= 0.4 and Tt = 0.7 and for the pressure increments �P = 1
and �P = 10, since these state points are representative for
the entire parameter regime studied here. For certain quanti-
ties we also include results obtained for the remaining tem-

peratures and pressure increments and we will then discuss
temperature trends in our data.

The four panels of Figure 3 show the measured temper-
ature in the GEM4 system Tm as a function of time for all
combinations of Tt and �P. In addition, these graphs show
the number of particles involved in hopping (Nh) and in merg-
ing (Nm) events as functions of time. The grey vertical lines
delimit time intervals during which – according to the com-
pression protocol specified in Sec. II – the pressure is kept
constant. In each panel the left-most black vertical line indi-
cates the time at which we declare (via visual inspection) that
the system has reached the ordered cluster phase; from this
point onwards we start with the cluster analysis. The purple
arrows delimit those time windows that we have studied in
more detail (see discussion below).

From Figure 2 and a first qualitative inspection of the
panels of Figure 3 we can make the following general ob-
servations of the compression experiment:

(i) Each time the pressure has been increased by �P we see
an immediate jump in temperature (�Tm), followed by
pronounced fluctuations in Tm. For a moderate pressure
increment �P = 1 the variations in Tm are considerably
less pronounced than for �P = 10. In the former case,
these fluctuations level off rather fast and consequently it
takes the system considerably less time to reach its tar-
get temperature and thus its equilibrium state. The length
of the time intervals during which the pressure is kept
constant (tP) is therefore shorter for moderate pressure
increments. However, the length of the time intervals is
not inversely proportional to �P; thus for �P = 10 we
are able to obtain a final value for the pressure that is by
a factor 2.6 (Tt = 0.4) to 3.2 (Tt = 0.7) higher than for
�P = 1 in a simulation of comparable runtime.26

(ii) The values of tP are substantially smaller at a higher
target temperature, where the temperature fluctuations
are considerably larger: as a consequence, the system
reaches its equilibrium state considerably faster and sim-
ulations of comparable length lead at Tt = 0.7 to pres-
sure values that are by a factor 1.4 (�P = 1) to 1.75 (�P
= 10) higher than those achieved at Tt = 0.4.

(iii) For a given �P-value, the time-intervals during which
the pressure is kept fixed differ in their length. Ad-
ditional and independent compression runs under the
same conditions provide evidence that the lengths of the
time-intervals for a specific pressure value can differ. In
Figure 4 we summarize this information by plotting 〈tP〉
against the target temperature Tt for all investigated pres-
sure increments �P. Here it is clearly visible that 〈tP〉
decreases as a function of Tt and increases as a function
of �P for a fixed Tt-value. The errorbars provide an im-
pression about the spread in the tP-values. Nevertheless,
these differences in the equilibration protocol do not af-
fect the relevant data that we have extracted from these
runs.

We now investigate the impact of the temperature and
the pressure increment on the number of particles involved
in hopping (Nh) and merging (Nm) events. Temperature has
a strong influence on these two processes: while at high
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FIG. 3. Instantaneous temperature Tm (blue line) as well as the number of particles involved in hopping Nh (red vertical bars) and merging events Nm (green
vertical bars) vs. time. Panels (a) and (b) show results for target temperature Tt = 0.4, while panels (c) and (d) show results for Tt = 0.7. Panels (a) and (c)
correspond to �P = 1, while panels (b) and (d) show results for �P = 10. Nh and Nm are plotted only over a time range where the ordered, hexagonal cluster
crystal has formed. The vertical black line in each panel marks the onset of this regime. The purple arrows delimit the time windows analyzed in detail in
Figures 6–9. The grey horizontal bar represents the tolerance interval of temperature, which is ±2% of Tt. Thin grey vertical lines delimit time-intervals during
which the pressure is kept constant.

temperatures hopping strongly dominates over merging, we
observe at low Tt that Nh and Nm are of comparable size. At
this point one should mention that Nh is the result of normal
activated hopping processes that constantly take place at finite
temperature22, 23 plus hopping events that occur as a response
of the system due to the compression. In contrast, merging
events essentially only occur as the system is compressed.

As we start our data analysis (i.e., from the vertical black
lines onwards shown in Figure 3), there is an initial phase
where hopping processes dominate over merging events (Nh
> Nm); this intermediate time-regime corresponds to a low-
order phase. Then, as the system attains a higher order con-
figuration, Nh stabilizes around a constant value comparable

 0
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FIG. 4. Average timespan for which the pressure is kept constant 〈tP〉 vs.
target temperature, Tt for various pressure increments �P (as labelled). The
points have been slightly displaced along the Tt-axis for the sake of clarity.
Error bars indicate the spread in the 〈tP〉-values.

to Nm. At this point we can conclude that both hopping and
merging are relevant mechanisms responsible for particles re-
arrangements. For a moderate pressure increment the varia-
tions in Nh and Nm are considerably less pronounced than for
the case �P = 10, where Nh and Nm increase immediately
after the pressure increment has been applied: large pressure
steps activate the hopping and merging activity.

In what follows, we will provide a more detailed study
of the complex interplay between hopping and merging pro-
cesses of a cluster forming system. In Figure 5 we plotted
the normalized size distribution of those clusters that are in-
volved at a given instant in merging processes for different
temperatures. We found that – essentially irrespective of tem-
perature – this distribution has its maximum at nocc/〈nocc〉
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FIG. 5. Probability distribution of the size of the clusters involved in a merg-
ing event normalized by the instantaneous global average cluster occupation.
Results are shown for simulations at different target temperatures Tt.
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∼ 0.7, i.e., clusters that are involved in merging processes are
smaller in size as compared to the other clusters in the system.
We can thus make the following conclusions: ultrasoft, clus-
ter forming systems initially respond to compression through
an activated hopping process, which leads to a spatially het-
erogeneous cluster size distribution. Our original hypothesis
that the frequency of merging events will be higher close
to the surface could not be confirmed. Since under-occupied
clusters feel a strong repulsion from larger, neighboring clus-
ters, they are forced to approach each other and eventually
merge. Figure 5 provides evidence that in our system merging
events cannot occur without preceding hopping events, the
latter ones being responsible for the necessary spatially het-
erogeneous cluster occupation: if the cluster-size distribution
is too narrow (as it occurs in equilibrium) the larger clusters
will not be able to exert a sufficiently strong repulsion on the
smaller ones to make them merge.

In an effort to provide a more detailed insight of how the
properties of the system change during a compression step we
have selected for each combination of Tt and �P representa-
tive compression levels, during which the pressure was kept
fixed. These regions are delimited in Figure 3 by the purple
arrows, and the characteristic system properties are plotted as
functions of time in Figures 6–9. These graphs contain also
data from the final part of the preceding pressure interval, of-
fering thus the possibility to trace how the characteristic prop-
erties of the system change as we increase the pressure by �P.
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Data compiled in panel (a) of these figures confirm our
previously made conclusions: under compression, hopping
processes dominate over merging events at high tempera-
ture, while at low temperature Nh and Nm attain comparable
values; further, the pressure increment has a distinct influ-
ence on the absolute numbers of particles involved in these
events: the larger �P, the higher Nh and Nm. In addition,
sudden and substantial changes in the temperature correlate
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FIG. 9. Same as Figure 6, but for Tt = 0.7 and �P = 10 at Pt = 125–145.

throughout with increased hopping and merging activities in
the system.

In panels (b) of Figures 6–9 we plotted the number den-
sity ρ and order parameter �6, which quantifies the hexagonal
order in the system. Following Ref. 27, we used

�6 = 1

N

N∑
j

1

nj

n
j∑
k

exp(i6	jk), (3)

where nj denotes the number of nearest neighbors of parti-
cle j, and 	jk the angle between the selected particle and its
nearest neighbors. By definition, �6 attains a value of 1 for a
perfectly hexagonal arrangement, while we found �6 ≈ 0.4
for the disordered liquid state. For �P = 1, the density shows
a rather smooth, monotonic increase with time and saturates
at its equilibrium value, well before the target temperature has
been reached. In contrast, for �P = 10 we observe a sudden
increase of ρ when the pressure increment is applied; how-
ever, after this initial and abrupt jump we observe the same
behavior of the density as for �P = 1. This behavior was
found independent of temperature Tt.

In panel (c) we quantified the two mechanisms through
which a cluster crystal of ultrasoft particles can react to a re-
duction in volume: (i) either by shrinking the lattice spacing
or (ii) via the deletion of some lattice positions. We can mea-
sure the former by dnn, the position of the highest peak of the
radial distribution function, and the latter through the aver-
age cluster occupation, 〈nocc〉. For �P = 1 we find that dnn
is essentially constant over the time-window, irrespective of
the temperature. In contrast, for �P = 10 we observe a sud-
den drop in the lattice spacing when the pressure increment
is applied, followed by a very slow increase until dnn even-
tually saturates. The average occupation number, 〈nocc〉, in-
creases monotonically irrespective of the value of �P, until

it saturates where the system is back in equilibrium, i.e., the
target temperature has been reached (within the given interval
of tolerance). Combining these data, we can draw the follow-
ing conclusions: the discontinuous increase in density induced
by a pressure increase is related to a shrinkage of the lattice
spacing while the subsequent monotonic increase in density
is realized by a steady deletion of lattice positions, reflected
by the increase of 〈nocc〉. Hence, only large �P values can
provoke a sudden shrinkage of the lattice constant.

In Figure 10 we show dnn and 〈nocc〉 of our cluster form-
ing system along the entire compression experiments for the
two Tt- and the two �P-values considered. In these panels
the black vertical line indicates the time at which we declare
(via visual inspection) that the system has reached the ordered
cluster phase. We observe that dnn assumes in the initial fluid
phase values of dnn � 0.5. As compression proceeds, an ad-
ditional peak at r � 1.4 appears. There is a transition region,
where the value of dnn jumps back and forth between these
two values (0.5 and 1.4). As the density increases, the peak
at r � 1.4 prevails and finally, one indicator that the system
forms an ordered phase is the disappearance of the first peak
at r � 0.5.

From the data shown in Figure 10 we observe as a gen-
eral trend in all compression experiments that dnn exhibits an
initial monotonic decay with time. Eventually this quantity
levels off to a value of dnn � 1.28, independent of the tar-
get temperature and the pressure increment. At this point it is
appropriate to recall theoretical predictions for cluster form-
ing systems of ultrasoft particles, based on density functional
theory (DFT):13 using a mean-field (MF) picture, DFT pre-
dicts a density-independent lattice constant, i.e., a feature that
is equivalent to a linear increase of the average cluster oc-
cupancy, 〈nocc〉, with density. Further, for the ordered clus-
ter phase of a two dimensional GEM4 system dnn � 1.42 is
predicted.

From an analysis of our simulation data we can make the
following conclusions: (i) 〈nocc〉 shows indeed a linear depen-
dence on the density ρ (see the insets of Figure 10 which dis-
play the equilibrium values of dnn as functions of the den-
sity ρ). (ii) The moderate decrease of dnn with density can be
attributed to the compression protocol which leads (even for
moderate pressure increments) to lattice defects in the ordered
cluster phase. This becomes apparent from the color-coded
snapshots in Figure 2: the number of “green” clusters provides
a qualitative measure of how far a configuration deviates from
an ideal, six-fold coordinated cluster crystal. Indeed, current
investigations, which will be published in an upcoming contri-
bution, provide evidence that these defects can be removed by
an annealing process: keeping the pressure constant, the sys-
tem is first heated up until it has completely melted and is then
cooled down to the desired target temperature. As we track
the density of the resulting annealed ordered cluster phases
for different pressure values we find that the resulting lattice
constant dnn is indeed density-independent and attains a value
of dnn � 1.37. The reason for these discrepancies in the lattice
constant obtained via compression (with and without anneal-
ing) and via the theoretically predicted value is definitely not
due to finite size effects: additional simulations for N = 2816
and N = 20736 GEM4-particles lead to the same value for
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FIG. 10. Main panels: nearest neighbor distance, dnn (from simulations and DFT calculations), and average cluster occupancy, 〈nocc〉, as functions of time. The
dark-orange curve represents a running average over 100 configuration (light-orange) corresponding to 105 time steps. Tt = 0.7 in panels (a) and (b), while Tt= 0.4 in panels (c) and (d). �P = 1 in panels (a) and (c), and �P = 10 in panels (b) and (d). Thin grey vertical lines mark the onset of the regime where the
ordered hexagonal cluster crystal has formed. Insets: average cluster occupation at equilibrium (i.e., when the temperature deviates within a tolerance of ±2%
from the target temperature) as a function of density. The dotted line represents a linear fit of 〈nocc〉equ.

dnn. We therefore conclude that these discrepancies are most
likely due to the simplifying assumptions within the DFT/MF
approach.

IV. CONCLUSIONS

We have investigated a two-dimensional nanodrop com-
posed of ultrasoft, cluster forming particles that is exposed to
a combined thermo- and barostat, realized via ideal gas parti-
cles. We controlled the target pressure and temperature of the
system through the number and velocity of these particles,
respectively. We found that the system formed a hexagonal
arrangement of clusters of overlapping particles (a so-called
cluster crystal) when the pressure exceeded a certain thresh-
old value. By repeatedly increasing the pressure of the system
in small increments we imposed non-equilibrium conditions
over a certain time-period, until it eventually recovers its equi-
librium.

We found that the dynamics of the systems are dominated
by hopping and merging processes. While particle hopping
(i.e., migration of individual particles from one cluster site to
a neighboring one) can be studied in equilibrium computer
simulations, merging of clusters (i.e., the unification of two
adjacent, underpopulated particle aggregates) can only be in-
duced under some external driving force, such as an external
pressure or an external shearing force. By considering differ-
ent target temperatures and different values for the pressure
increment we were able to shed light onto the microscopic
details of how a cluster crystal reacts to external pressure.
During most of the compression experiment a comparable

number of particles are involved in hopping and merging pro-
cesses, providing evidence of the importance of the two mech-
anisms for rearranging particles. Analyzing the properties of
the clusters that are involved in merging processes we find that
– irrespective of the target temperature – clusters that are by
∼70% underpopulated are prone for cluster merging. Record-
ing the cluster size, nocc, and the cluster distance, dnn, during
the compression process we can confirm that the respective
equilibrium values of these quantities fulfill (within a good
accuracy) the theoretically predicted behavior: nocc increases
linearly with density, while dnn remains essentially constant
over the entire pressure range, differing, however, by a few
percent from the predicted theoretical value.
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APPENDIX: ANALYSIS

The analysis of our data is carried out in a five-step pro-
cedure: in step one of our cluster analysis of a given particle
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configuration we have used the scheme detailed in the Ap-
pendix of Ref. 22. As an initial value for the cut-off distance,
rc, which is required for grouping neighboring particles to
a cluster, we chose rc = 0.42σ . This value corresponds to
the position of the first minimum of the radial pair distribu-
tion. Then we calculated the individual (nocc) and the average
(〈nocc〉) occupancy of each cluster as well as its spatial extent,
quantified by its radius of gyration, rg.

The first class of clusters that requires special treatment
in step two are oversized clusters, i.e., all clusters with an
occupation number larger than Nmax

occ = 1.6〈nocc〉. Such clus-
ters can appear either because (a) two under-occupied clusters
have merged or (b) because a hopping particle is located at
this very instant between two clusters and the cluster analysis
could not identify them as separate aggregates (“fused clus-
ters”). A suitable quantity for distinguishing these two cases
is the radius of gyration rg, and we set rmax

g = 1.4σ to identify
fused clusters. This test is carried out via the following itera-
tive algorithm: we identify for each particle of such a cluster
its average number of neighbors; all particles that have less
neighbors than this average value are put aside for the moment
and the cluster analysis is repeated with the remaining parti-
cles, whereby the original cluster meanwhile might have split
up into two (or more) (sub-)clusters. If the radii of gyration
of the resulting clusters are still larger than 1.4σ , the value
of rc is reduced by 10% and steps 1 and 2 are repeated until
the rg-values of the emerging clusters are smaller than 1.4σ .
The isolated particles that have been previously put aside dur-
ing the algorithm are then reintegrated and assigned to the
respective nearest cluster.

In step three we focus on small clusters (nocc < 3) which
are most probably migrating particles. They are assigned to
the respective nearest cluster, but are not included in the eval-
uation of its center-of-mass.

Finally, we focus in step four on clusters that are sepa-
rated by a distance that is smaller than 0.65σ , which we con-
sider as merged clusters. This particular value for the thresh-
old distance represents a reasonable choice in view of the fact
that the lattice constant of our cluster crystal assumes values
close to 1.37σ .

Finally we identify and analyze in step five merging and
cluster separation events. If in a compression step two clusters
have merged from one configuration I to the subsequent one (I
+ 1), one of the cluster identities is maintained for the further
analysis while the other one is put idle. If, in contrast, in an
expansion step, a cluster has separated into two (sub-)clusters
from one configuration to the following one, the subcluster
that is closer to the original aggregate keeps the identity of
the latter, while for the other subcluster a new identity is cre-
ated. All other aggregates of configuration (I + 1) will carry
on the cluster identity of those aggregates that are closest in

configuration I to their actual position. If the association of
a particle to a cluster changes from one configuration to the
subsequent one, this particle is identified as a hooping par-
ticle; relevant information about the particle and the cluster
it belonged to is stored. Through this criterion also particles
involved in merging processes are identified as hopping par-
ticles; using now the information obtained in the preceding
cluster-tracking analysis we can finally separate hopping par-
ticles from those that are involved in merging processes in a
final step.

Of course, steps two–six are applicable only in the or-
dered solid phase. The transition from the disordered to the
ordered phase is determined prior to the cluster analysis by
visual inspection. For the disordered configurations only the
first step of the analysis is performed.
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